
 

1

Environmental Effects 
of Stratospheric Ozone 
Depletion, UV Radiation, 
and Interactions with 
Climate Change

2022 Assessment Report

Montreal Protocol  
on Substances  

that Deplete the  
Ozone Layer



 

2

Montreal Protocol

On Substances that Deplete the Ozone Layer

UNEP

2022 Assessment Report of the

Environmental Effects Assessment Panel

The text of this report is composed in Gibson.

Co-ordination: Environmental Effects Assessment Panel

Reproduction: UNEP Nairobi, Ozone Secretariat

Date: March 2023

This document is available in electronic form from

http://ozone.unep.org/science/eeap

No copyright involved. This publication may be freely copied, abstracted and cited, with

acknowledgement of the source of the material.

ISBN: 978-9914-733-91-4



 

3

Disclaimer

The United Nations Environment Programme (UNEP), the Environmental Effects Assessment Panel (EEAP) Co-chairs and members, and 
the companies and organisations t in furnishing or distributing this information, do not make any warranty or representation, either 
express or implied, with respect to the accuracy, completeness, or utility; nor do they assume any liability of any kind whatsoever 
resulting from the use or reliance upon any information, material, or procedure contained herein,including but not limited to any claims 
regarding health, safety, environmental effect or fate, efficacy, or performance, made by the source of information.

Mention of any company, association, or product in this document is for information purposes only and does not constitute a 
recommendation of any such company, association, or product, either express or implied by UNEP, the Environmental Effects 
Assessment Panel Co-chairs or members, or organisations that employ them.
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HIGHLIGHTS

 
Environmental Effects Assessment Panel 

2022 Quadrennial Assessment  
 

Environmental effects of stratospheric ozone depletion, UV radiation, 
and interactions with climate change

The highlights of the 2022 Quadrennial Assessment focus on major findings since the last assessment, acknowledging the contribution 
of the Montreal Protocol on Substances that Deplete the Ozone Layer to several of the United Nations Sustainable Development Goals 
and the alignment of the Panel with these Goals. The strong interconnected effects of stratospheric ozone depletion, ultraviolet (UV) 
radiation, and climate change are increasingly evident and complex, with consequences for life on Earth and a sustainable future. Within 
this context, the Highlights cover current and projected consequences for human health (including the COVID-19 pandemic), terrestrial 
and aquatic ecosystems, air quality, natural and synthetic materials, and microplastics.  

1 Ultraviolet radiation, stratospheric ozone depletion, and climate 
change

• Concentrations of stratospheric ozone in the future will depend on the decrease in ozone-depleting substances (ODSs) controlled 
by the Montreal Protocol, other substances currently not controlled, and on emissions of greenhouse gases, such as carbon dioxide, 
methane and nitrous oxide. The trajectory of these emissions depends greatly on policy decisions. 

• Large increases in UV radiation were observed during the 2020 Antarctic and Arctic springs, when the UV Index rose by to 80% and 
70%, respectively, above the historical means. 

• In the Antarctic, these anomalously high amounts of UV radiation extended over spring and the start of summer, and may have 
had negative consequences for migrating animals returning to breed, which may not have been adapted to the unusually high UV 
irradiation. 

• Increasing warming will lead to more ice melt and increased exposure of ecosystems to UV radiation on land and in water bodies, 
especially in polar and high-elevation regions.

• Thawing of permafrosts will result in the release of UV-absorbing organic carbon into aquatic ecosystems and enhanced emissions of 
carbon dioxide and methane to the atmosphere. 

• The concurrence of heat waves with drought and high UV-B irradiance (280-315 nm) may negatively affect food security and 
biodiversity of crops and animals. These climatic conditions can disrupt formerly favourable habitats and may shift habitats to 
locations with different conditions, to which plants and animals may not be adapt. Tropical coral reefs under naturally high UV 
irradiance are of particular concern, since an increase in sea surface temperatures of 1 °C to 2 °C can cause bleaching of corals, 
enhanced by high amounts of UV radiation. 

2 Human health

• Exposure to UV radiation has multiple harms and benefits. Harms include skin cancer, inflammatory skin disorders, sunburn, and eye 
disorders such as cataract. Benefits include production of vitamin D, reduced autoimmune disease and, possibly, lowered blood 
pressure and decreased risk of metabolic disorders.

• The Montreal Protocol has resulted in significant reductions in UV-related diseases. The United States Environmental Protection 
Agency has estimated that, due to the Montreal Protocol, 11 million cases of melanoma, 432 million cases of keratinocyte skin 
cancers, and 63 million cases of cataract will have been avoided for those born between 1890 and 2100 in the United States.
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• The Montreal Protocol may have benefits for UV-induced inflammatory skin disorders. In some people these lead to large decreases 
in quality of life. Many diuretic and anti-inflammatory drugs can cause photosensitivity when skin is exposed to UV radiation, although 
the global incidence of drug-induced photosensitivity is unclear. Some drugs used for decreasing blood pressure may increase the 
risk of keratinocyte skin cancer through UV-induced DNA damage.

• By avoiding large increases in the UV Index, the Montreal Protocol may have enabled people, especially those with light skin, 
to spend time outdoors without incurring sunburn, thereby gaining the benefits of sun exposure. One of these benefits is  the 
generation of vitamin D in the skin. Vitamin D plays an important role in maintaining musculoskeletal health, and there is increasing 
evidence  of benefits for diseases related to immune function, including autoimmune diseases (e.g., multiple sclerosis), infection, and 
for cardiovascular disease, cancer mortality, and all-cause mortality.

• Decreases in UV radiation under the Montreal Protocol may have resulted in a lower rate at which pathogens are inactivated, 
including the SARS-CoV-2 virus responsible for COVID-19. However, the positive outcomes of the Montreal Protocol outweigh any 
potential advantage for disinfection by higher amounts of solar UV radiation. 

3 Role of UV radiation in the troposphere

• Outdoor air pollution (e.g., from sulfate, nitrate, ozone, and particulate matter) results in ca 4 million premature deaths per year, and 
also damages vegetation and crops.

• Increasing concentrations of greenhouse gases are partly responsible for enhanced atmospheric circulation resulting in a downward 
transport of additional ozone (‘good’ UV-B-absorbing ozone) from the stratosphere to the troposphere (‘bad’ ozone, part of smog).

• In the troposphere (the layer of the atmosphere extending from the Earth’s surface to a height of 8-15 km), UV-B radiation generates 
the cleaning agent of the atmosphere, the hydroxyl radical (OH). This radical removes many compounds released by human 
activity and natural sources, such as carbon monoxide, methane, and HFOs, HFCs and HCFCs1 (widely used as refrigerants). HFCs 
and HCFCs have high global warming potential contributing to climate change. When broken down by hydroxyl radicals, these 
compounds can form halogenated chemicals, including trifluoroacetic acid (TFA). 

• TFA has a long environmental lifetime, accumulates in surface and ground waters, and has been found in blood, drinking water, 
beverages, dust, plants, and agricultural soils. However, it does not interact with biological molecules and, due to its high solubility 
in water, it does not bioaccumulate. It is unlikely to cause adverse effects in terrestrial and aquatic organisms. Continued monitoring 
and assessment are nevertheless advised due to uncertainties in the deposition of TFA and its potential effects on marine organisms.

• UV radiation also plays a key role in creating harmful photochemical smog by reacting with pollutants such as nitrogen oxides, and 
volatile organic compounds (e.g., fuel, solvent vapours) mostly from industry and transport. Even low concentrations of pollutants 
are detrimental to human health, prompting the World Health Organization to recommend average annual decreases in key air 
pollutants, including halving the maximum current level (10 µg/m3) of small particulate matter to 5 µg/m3, and that of nitrogen 
dioxide from 40 to 10 µg/m3. 

4 Global challenges of increasing plastic debris in the environment 

• Many materials, including plastics, are susceptible to solar UV radiation, high temperature, and moisture, resulting in degradation, 
loss in strength, discolouration, decreased service life and environmental pollution due to the release of potentially environmentally 
harmful by-products. UV-stabilisers and other additives are being used to counteract photodegradation and release of toxic by-
products. 

• UV-degradation of plastics leads to generation of microplastics (<5 mm) and nanoplastics (<0.001 mm), which have been found in 
ecosystems, bottled drinking water, table salt, seafood, and wastewater. Microfibres, including textile fibre fragments, are common 
contaminants of the environment. However, the biological effects of micro- and nanoplastics remain uncertain. 

• New UV-stabilisation technologies that block UV radiation through treatment of textiles with certain oxide nanoparticles (e.g., zinc 
oxide, titanium oxide), are being developed for next-generation synthetic (e.g., polyester fabric) and natural textiles (e.g. cotton 
fabric).

A sustainable future requires continued adherence to the Montreal Protocol, with particular attention paid to mitigation of climate 
change, since recovery of stratospheric ozone is highly dependent on changes in greenhouse gas emissions and atmospheric 
concentrations of ozone-depleting substances, which will also determine future UV radiation at the Earth’s surface.

1 ODS replacements: HFCs, hydrofluorocarbons; HCFCs, hydrochlorofluorocarbons; HFOs, hydrofluoroolefins.
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PREFACE 

Background 
The Montreal Protocol on Substances that Deplete the Ozone Layer was established 35 years ago following the 1985 Vienna 
Convention for protection of the environment and human health against excessive amounts of harmful ultraviolet-B (UV-B, 280-315 nm) 
radiation reaching the Earth’s surface due to a reduced UV-B-absorbing ozone layer. The Montreal Protocol, ratified globally by all 198 
Parties (countries), controls ca 100 ozone-depleting substances (ODS). These substances have been used in many applications, such as 
in refrigerants, air conditioners, aerosol propellants, fumigants against pests, fire extinguishers, and foam materials. 

The Montreal Protocol has phased out nearly 99% of ODS, including ODS with high global warming potentials such as 
chlorofluorocarbons (CFC), thus serving a dual purpose. However, some of the replacements for ODS also have high global warming 
potentials, for example, the hydrofluorocarbons (HFCs). Several of these replacements have been added to the substances controlled 
by the Montreal Protocol. The HFCs are now being phased down under the Kigali Amendment. As of December 2022, 145 countries 
have signed the Kigali Amendment, exemplifying key additional outcomes of the Montreal Protocol, namely, that of also curbing climate 
warming and stimulating innovations to increase energy efficiency of cooling equipment used industrially as well as domestically. 

As the concentrations of ODS decline in the upper atmosphere, the stratospheric ozone layer is projected to recover to pre-1980 levels 
by the middle of the 21st century, assuming full compliance with the control measures of the Montreal Protocol. However, in the coming 
decades, the ozone layer will be increasingly influenced by emissions of greenhouse gases and ensuing global warming. These trends 
are highly likely to modify the amount of UV radiation reaching the Earth's surface with implications for the effects on ecosystems and 
human health.

Role of the Assessment Panels
Against this background, four Panels of experts were established in 1988 to support and advise the Parties to the Montreal Protocol with 
up-to-date information to facilitate decisions for protecting the stratospheric ozone layer. In 1990 the four Panels were consolidated 
into three, the Scientific Assessment Panel, the Environmental Effects Assessment Panel, and the Technology and Economic Assessment 
Panel.

Every four years, each of the Panels provides their Quadrennial Assessments as well as a Synthesis Report that summarises the key 
findings of all the Panels. In the in-between years leading up to the quadrennial, the Panels continue to inform the Parties to the Montreal 
Protocol of new scientific information.

The Environmental Effects Assessment Panel 
The Environmental Effects Assessment Panel (EEAP) evaluates the consequences of stratospheric ozone depletion in the context of a 
changing global climate in line with its Terms of Reference (decision XXXI/2, November 2019) and within the framework of the United 
Nations Sustainable Development Goals (SDGs). The EEAP also alerts the Parties to additional areas of potential importance to the 
Montreal Protocol. The 2022 Quadrennial Assessment focusses on the following: 

Interactive effects of stratospheric ozone and climate change on:

1. Solar ultraviolet radiation

2. Human health

3. COVID-19 and the Montreal Protocol

4. Terrestrial ecosystems and biogeochemical cycles

5. Aquatic ecosystems

6. Composition of the troposphere and air quality

7. Natural and synthetic materials

8. Microplastics in the environment
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This 2022 EEAP Quadrennial Assessment was written by 48 individuals and reviewed by 65 reviewers from 20 countries. The 
Assessment includes Highlights, Executive Summary, contribution to the above topics, and a Question & Answer (Q&A) document.

Particular attention is given to the linkages between stratospheric ozone depletion and UV radiation, and climate change, with 
respect to the broad effects on the environment and human health. Key areas of concern are the increased frequency and intensity 
of extreme climate events that are occurring together with the ongoing increases in emissions of greenhouse gases and consequent 
rising temperatures in many parts of the world. These changes also change the exposure to UV radiation of humans, other animals, and 
ecosystems, with implications for human well-being, food security, biodiversity, and overall sustainability of life on our planet. 

Janet F. Bornman, Paul W. Barnes, Krishna Pandey

Co-Chairs of the Environmental Effects Assessment Panel, United Nations Environment Programme
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EXECUTIVE SUMMARY

Environmental Effects Assessment Panel 
2022 Quadrennial Assessment 

 
Environmental Effects of Stratospheric Ozone Depletion, UV Radiation, 

and Interactions with Climate Change

Paul W. Barnes, Janet F. Bornman, Krishna K. Pandey [Co-Chairs], Germar H. Bernhard, Alkiviadis F. Bais, Rachel E. Neale, T. Matthew 
Robson, Patrick J. Neale, Craig E. Williamson, Sasha Madronich, Stephen R. Wilson, Anthony L. Andrady, Anu M. Heikkilä, Marcel A.K. 
Jansen, Sharon A. Robinson, Richard G. Zepp, Chris C. White, Pieter J. Aucamp, Anastazia T. Banaszak, Laura S. Bruckman, Marianne 
Berwick, Scott N. Byrne, Bente Foereid, Donat-P. Häder, Loes M. Hollestein, Wen-Che Hou, Samuel Hylander, Rachael Ireland, Andrew 
R. Klekociuk, J. Ben Liley, Janice D. Longstreth, Robyn M. Lucas, Roy Mackenzie, Javier Martinez-Abaigar, Richard L. McKenzie, Catherine 
M. Olsen, Rachele Ossola, Nigel D. Paul, Lesley E. Rhodes, Kevin C. Rose, Tamara Schikowski, Keith R. Solomon, Mads P. Sulbaek 
Andersen, Barbara Sulzberger, Qing-Wei Wang, Sten-Åke Wängberg, Seyhan Yazar, Antony R. Young, Liping Zhu, Meifang Zhu

1 Introduction

The Montreal Protocol on Substances that Deplete the Ozone Layer and its Amendments and Adjustments (hereafter referred to 
simply as the ‘Montreal Protocol’) have proven highly effective in protecting the stratospheric ozone layer and preventing global-
scale increases in solar ultraviolet-B radiation (UV-B; wavelengths between 280-315 nm) at the Earth’s surface [1,2]. This global treaty, 
including the Kigali Amendment, has also been one of the most important societal actions taken to date to mitigate global warming, 
since many of the ozone-depleting substances (ODS) and their substitutes that are controlled by the Montreal Protocol are also potent 
greenhouse gases (GHGs) [3-5]. The Antarctic ozone hole is contributing to climate change in the Southern Hemisphere, and climate 
change is modifying the exposure of humans, other animals, plants, and materials to UV-B and UV-A radiation (315-400 nm) [6,7]. Thus, 
changes in stratospheric ozone, UV radiation, and climate are inextricably linked in a number of ways that have the potential to affect 
human health and the environment.

In this Executive Summary we highlight and summarise key findings from the 2022 Quadrennial Assessment by the Environmental 
Effects Assessment Panel (EEAP; Box 1) of the Montreal Protocol under the United Nations Environment Programme (UNEP). The 2022 
Qudrennial Assessment presents the most recent, comprehensive assessment since the 2018 Quadrennial Assessment (available at 
https://ozone.unep.org/science/assessment/eeap and also for the wider scientific community in Photochemical & Photobiological 
Sciences 18, 595-828). The current assessment addresses the interactive environmental effects of changes in the stratospheric ozone 
layer, solar UV radiation, and climate on human health, terrestrial, and aquatic ecosystems, biogeochemical cycles, air quality, materials, 
and microplastics in accordance with the Terms of Reference from the Parties to the Montreal Protocol (Box 1). Additionally, we assess 
the linkages between solar UV radiation, the Montreal Protocol, and the Coronavirus (COVID-19) pandemic.
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Box 1. The UNEP Environmental Effects Assessment Panel (EEAP) and its Terms of Reference. 

• The EEAP is one of the three Assessment Panels established by the Montreal Protocol to assess various aspects of stratospheric 
ozone depletion (https://ozone.unep.org/science/overview). The EEAP considers the full range of potential effects of 
stratospheric ozone depletion, UV radiation and the interactive effects of climate change on human health, aquatic, terrestrial 
ecosystems, biogeochemical cycles (e.g., movement and transformation of carbon and other elements through the biosphere 
and atmosphere), air quality, and materials for construction, and other uses.  

• The Terms of Reference of the EEAP, according to decision XXXI/2, Meeting of the Parties to the Montreal Protocol, are as 
follows:

• The Parties to the Montreal Protocol request the Environmental Effects Assessment Panel, in drafting its 2022 report, to pay 
particular attention to the most recent scientific information together with future projections and scenarios, to assess the 
effects from changes in the ozone layer and ultraviolet radiation, and their interaction with the climate system, as well as the 
effects of breakdown products of controlled substances and their alternatives on:

1. The biosphere, biodiversity and ecosystem health, including on biogeochemical processes and global cycles;

2. Human health;

3. Ecosystem services, agriculture, materials for construction, transport, and photovoltaic use, as well as the generation of 
environmental microplastics.

2  An extreme climate event has been defined as “an episode or occurrence in which a statistically rare or unusual climatic period alters ecosystem structure and ⁄or function well 
outside the bounds of what is considered typical or normal variability” [8]; or similarly, according to the Intergovernmental Panel on Climate Change (IPCC), “if the value of 
a variable exceeds (or lies below) a threshold” that is exceeded [9]. Compound extreme events are the “combination of multiple drivers and/or hazards that contribute to 
societal or environmental risk.” An example of a compound extreme event would be fire weather conditions which are the combination of hot, dry, and windy conditions 
[9].    

The findings in the 2022 Quadrennial Assessment, which are summarised here, demonstrate that the Montreal Protocol continues to 
play a vital role in preserving human health and maintaining healthy, diverse ecosystems on land and in the water. New findings refine 
and quantify the negative consequences on human health and ecosystem productivity of extreme levels of solar UV-B radiation that 
would have occurred without the Montreal Protocol. However, other findings show that in regions of the Earth that are not currently 
experiencing appreciable ozone depletion (i.e., outside polar regions), levels of solar UV-B radiation can have some beneficial effects. 
For example, beneficial effects may include those for human health, crop vigour and defence against pests and pathogens, food 
quality, and important ecosystem services, such as the disinfection of surface waters and the breakdown of environmental toxins 
and contaminants. Evidence that climate change is playing an increasingly important role in altering the exposure to UV radiation of 
organisms, ecosystems, and materials continues to mount. Changes in exposure to UV radiation are occurring through changes in 
extreme climate events2 , cloud cover, aerosols, snow and ice cover, mixing of ocean waters, species distributions, the seasonal patterns 
of growth and development (phenology), and human behaviour.

2 Ultraviolet radiation and climate change 

The Montreal Protocol continues to play a critical role in protecting the stratospheric ozone layer and climate, and in preventing large 
increases in surface UV-B radiation. While UV-B irradiances remain high under the Antarctic ozone hole, changes in UV-B radiation 
outside polar regions over the past several decades have been small. However, substantial interannual variability in stratospheric ozone 
and UV-B radiation are occurring due to changes in climate caused by increases in atmospheric greenhouse gases (GHGs). Despite 
large year-to-year variability, recovery of the Antarctic ozone hole by the middle of this century is still projected. Future changes in 
stratospheric ozone and UV-B irradiance outside polar regions are expected to be small. Recent anomalous changes in stratospheric 
ozone over polar regions, particularly over Antarctica, have likely contributed to extreme events, such as heat waves and wildfires, in 
the Southern Hemisphere. The elevated UV-B radiation together with these extreme events have the potential to significantly affect 
organisms and ecosystems in polar regions, especially as the climate continues to change.
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Key findings 
• Nearly all studies published since our last Quadrennial Assessment have confirmed that changes in biologically effective 

UV radiation at the Earth’s surface outside polar regions have been small (< 4% per decade) during the last 25 years. 
Some locations showed small increases in the UV Index (UVI3 ), while others showed small decreases. Over the last 2–3 decades, 
changes in the erythemal UV radiation outside the polar regions were mainly governed by variations in clouds, aerosols, and surface 
reflectivity (for areas usually covered by snow or ice) rather than long-term trends in total column ozone. 

• The Antarctic ozone hole has resulted in large increases in surface UV-B radiation, with peak irradiances sometimes 
exceeding those observed in subtropical locations. Results from an updated analysis [10] confirm previous conclusions that 
the Antarctic ozone hole has led to large increases in the UVI at Palmer Station, Antarctica (64° S) year-round, with the largest 
increases occurring during spring (between 15 September and 15 November) (Fig. 1). During spring, the maximum UVI that has 
been observed at this site since the early 1990s is 2.5 times higher than it was in the pre-ozone-hole period (years 1970-1976) and 
sometimes exceeds values observed at subtropical locations (e.g., San Diego, California; 32° N). During summer and autumn (21 
December – 21 June; the time of the year when there is no ozone hole); UVI maxima measured between 1990 and 2020 exceeded 
maxima estimated for years prior to 1976 by 20%.

3 The UV Index is a measure of UV irradiance in terms of its effectiveness in causing sunburn (reddening of human skin; medically known as erythema).
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Fig. 1. Comparison of the highest UV Index (UVI) ever measured for each day of the year at Palmer Station (a station at the 
Antarctic coast), San Diego (a city near the border of the United States and Mexico) and near Point Barrow (the northern-most 
point in Alaska) since the early 1990s (solid lines) with reconstructed data for the pre-ozone-hole period 1970–1976 (broken 
lines). Yellow shading indicates the change between historical and contemporary UVI. The difference is particularly large for 
Palmer Station during spring, the period affected by the Antarctic ozone hole. The highest UVIs observed at Palmer since the 
1990s exceed those measured at San Diego despite that city’s much lower latitude. Adapted from [10].
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• Large inter-annual variability in the UV Index over polar regions has been observed in recent years. For example, in spring 
2019, the UVI was at the minimum of the historical (1991–2018) range at the South Pole, while near record-high values, of up to 80% 
above the historical mean, were observed in spring 2020 (Fig. 2). A persistent Antarctic ozone hole in 2020 resulted in spikes in the 
UVI (red arrow in Fig. 2) in late spring when young animals are born or hatched and when plants are actively growing. The loss of 
protective snow cover, due to continued global warming, could further exacerbate the deleterious effects of these high spring-time 
UV irradiances on organisms in this region [11].

1-Sep 1-Oct 1-Nov 1-Dec 1-Jan
Month

0
1
2
3
4
5
6
7
8

D
ai

ly
M

ax
im

um
U

V
In

de
x Arrival Heights, Antarctica (78 S, 167 E)

2021
2020
2019
2018
1989 – 2017

Fig. 2. Daily maximum UV Index (UVI) measured at Arrival Heights, Antarctica in 2018 (green), 2019 (yellow), 2020 (red), and 
2021 (blue) compared with the average (white line) and the range (grey shading) of daily maximum observations of the years 
indicated in the legends. The UVI was calculated from spectra measured by a SUV-100 spectroradiometer. Up to 2009, the 
instrument was part of the NSF UV Monitoring Network [12] and it is now a node in the NOAA Antarctic UV Monitoring Network 
(https://gml.noaa.gov/grad/antuv/). Consistent data processing methods were applied for all years [13,14].

• Recent warming and widespread heatwave events in Antarctica may have increased the exposure of plants and animals to 
UV-B radiation and disrupted ecosystems in this region. Since our last assessment there have been two widespread heatwave 
events in Antarctica. The first occurred in summer 2019/2020 when temperature records were broken around the continent [15]. The 
second was in March 2022 (austral autumn) when extreme temperatures, almost 40 ˚C higher than normal (-48.6° C), were reported 
when an atmospheric river, or plume of warm, moist air, moved onto the Antarctic plateau. Heatwaves such as these accelerate 
melting of snow and ice cover [16] and can expose vegetation to high springtime UV-B radiation from which they have previously 
been protected [17]. Warming temperatures on the Antarctic Peninsula are also opening up ice-free areas [16], causing the expansion 
of habitats of vascular plants [18] and increasing the possibility of new plant and animal species invading the continent [19,20].

• In the Arctic, some of the highest UV-B irradiances on record were measured in March and April 2020. The monthly average 
UVI over the Canadian Arctic in March 2020 was up to 70% higher than the historical (2005–2019) average, often exceeding this 
mean by three standard deviations. Because most Arctic organisms are protected by snow and sea ice at this time of year, they likely 
were not exposed to these high UV-B irradiances; however, changes in snow and ice cover resulting from climate change could 
expose these organisms to elevated UV-B radiation if these pronounced ozone depletion events continue to occur into the future.

• Recent ozone depletion events in the Arctic have been linked to extreme weather events and melting of sea ice in this 
region. Heatwave conditions that occurred in the Siberian Arctic in early 2020 [21] appeared to have been aided by atmospheric 
circulation patterns that were affected by the strong ozone depletion of 2020 [22,23]. Ozone depletion in March 2020 may also 
have contributed to the prevailing reduction of sea ice in the Arctic Ocean bordering Siberia [24]. 

• The Montreal Protocol has prevented large increases in surface UV-B radiation, with greatest benefits at high latitudes. 
Modelling studies indicate that without the Montreal Protocol, the UVI at northern and southern latitudes of less than 50° would have 
increased by 10–20% between 1996 and 2020. For latitudes exceeding 50° S, the UVI would have increased by 25% at the southern 
tip of South America and by more than 100% at the South Pole in spring-time (Fig. 3).
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Fig. 3. Comparison of relative 
changes in the UVI between 1996 
and 2020 for (a) summer and (b) 
spring, derived from observations at 
nine ground stations (black symbols) 
and calculated from results of two 
chemistry-climate models (blue 
lines). Both climate models assume 
the “World Avoided” scenario 
where emissions of ozone depleting 
substances are not controlled by 
the Montreal Protocol. Blue shading 
indicates the range of these model 
projections. Ground stations include 
South Pole (90° S), Arrival Heights 
(78° S), Palmer Station (65° S), 
Lauder (45° S), Alice Springs (24° 
S), Mauna Loa (20° N), Boulder (40° 
N), Thessaloniki (41° N), and Barrow 
(71° N). Ground stations with a near-
complete data record for 1996–2020 
are indicated by solid symbols. Sites 
with less than 24 years of data are 
shown with open symbols. Error bars 
indicate the 95% confidence interval 
of the regression model. Updated 
from [1].

4 “World Avoided” scenarios, such as the scenario discussed here, are inevitably only estimates based on the state of current knowledge. They cannot consider possible 
changes in human behaviour and policies that may come about when large changes in UV irradiance and their consequences become more obvious in the future. 
Nevertheless, these projections allow us to put the crucial benefits that the Montreal Protocol has brought to date into perspective.

• Surface UV radiation is expected to decrease 2–6% by 2090 at mid-latitudes with variable changes in the tropics of less than 
3%. Assuming full compliance with the Montreal Protocol and constant atmospheric aerosol concentrations, modelling indicates 
that the UVI at mid-latitudes (30–60°) will decrease between 2015 and 2090 by 2–5% in the north and by 4–6% in the south due to 
recovery of the ozone layer. Changes in the UVI at the tropics over this time period are estimated to be less than 3%.

• The Montreal Protocol has made direct contributions to the mitigation of global warming. Since most substances controlled 
by the Montreal Protocol are also potent greenhouse gases, the phase-out of these substances may have prevented warming by 0.5 
to 1.0 °C over mid-latitude regions, and by more than 1.0 °C in the Arctic. According to some studies, ODSs likely contributed half 
of the climate-forced loss of Arctic sea ice in the latter half of the 20th century, although there are large uncertainties associated with 
these estimates. 

• The Montreal Protocol is indirectly mitigating climate change by protecting the global vegetation carbon sink. If the 
production of ODSs had not been controlled by the Montreal Protocol, effective UV-B radiation, when weighted according to 
damaging effects on plants, could have increased by about a factor of five over the 21st century4 [25]. Plants exposed to this extreme 
UV-B radiation would have experienced reduced photosynthesis and growth, which would have resulted in an estimated 325–690 
billion tonnes less carbon held in terrestrial vegetation by the end of this century. This reduction in carbon sequestration would have 
resulted in an additional 115–235 parts per million of carbon dioxide (CO2) in the atmosphere, causing an additional rise of global-
mean surface temperature of 0.5–1.0 °C (Fig. 4).



Executive Summary

17

Fig. 4. Changes in atmospheric CO2 concentrations (a) and surface temperature (b) resulting from UV-B radiation under 
scenarios with (violet line) and without (orange line) the Montreal Protocol. Shading around the orange line represents the range 
of responses from simulations assuming a 50-150% range of plant responses to UV radiation. The additional 2.5 °C (range = 
2.4-2.7 °C) in temperature shown in panel (b) includes the ODS warming effect (1.7 °C) and the UV plant effect (0.85 °C). Figure 
adapted from Young et al. [25].

3 Human health

Exposure to excessive UV radiation can result in a number of deleterious effects on human health, including skin cancer (Fig. 5) and 
cataract. However, it is estimated that millions of cases of these diseases have been avoided due to the Montreal Protocol. Moderate 
exposure to UV radiation can have some beneficial effects on human health, most notably the production of vitamin D. It is likely that 
by avoiding large increases in UV-B radiation, the Montreal Protocol has allowed humans to safely tolerate time outdoors, thereby 
gaining the benefits of sun exposure. This may have reduced the risk or severity of several diseases, particularly those related to immune 
function, such as multiple sclerosis. Solar UV radiation may also have played a role in inactivating the virus responsible for the COVID-19 
pandemic (SARS-CoV-2) and in influencing people’s immune system responses to viral infection. However, available evidence suggests 
it to be unlikely that the Montreal Protocol has had a major effect on the COVID-19 pandemic.

Key findings
• Modelling studies indicate that the Montreal Protocol is contributing to the prevention of skin cancer. Results from an updated 

study [26] indicate that the Montreal Protocol will have prevented millions of cases of skin cancers (melanoma and keratinocyte 
cancers) in the United States for people born between 1890 – 2100 (Table 1). The model estimated that people born in 2040 or 
later will not experience excess risk of skin cancer caused by the effect of ozone depletion on UV-B radiation, assuming continued 
compliance with the Montreal Protocol. While this study highlights the critical importance of the Montreal Protocol, an important 
limitation is that these estimates assume no changes in sun exposure behaviour, skin screening or population structure, such as in 
the distribution of skin types. Other limitations include uncertainty regarding stratospheric ozone trends and the choice of the action 
spectrum for DNA damage.
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Fig. 5. Skin cancer resulting from exposure to UV radiation occurs primarily as a consequence of direct and indirect (via reactive 
oxygen species) DNA damage and immune suppression. 

• The incidence of malignant melanoma continues to increase in many developed countries, but trends vary with population 
and age. Incidence has increased in some countries (e.g., United Kingdom, Sweden, Canada, Norway, France, and Lithuania), 
but declined or stabilised in others (e.g., Hungary, Australia, and Denmark) [27-32]. In Canada, Italy and England the incidence of 
melanoma increased in older age groups but declined or stabilised in younger age groups [33-35]. The increases in the rates of skin 
cancer in older age groups are most likely the result of high lifetime sun exposure, rather than to changes in stratospheric ozone. The 
stabilising or decreasing incidence in younger age groups in some jurisdictions may reflect migration patterns, increased use of sun 
protection strategies, and a social shift in occupational and recreational activities from outdoors to indoors. In the absence of the 
Montreal Protocol, these declines may not have been observed.

• Keratinocyte skin cancers are the most common cancer in the world and pose a significant burden on human health and 
economies. Keratinocyte skin cancers (KC) include basal cell carcinoma (BCC) and squamous cell carcinoma (SCC). An analysis of 
Global Burden of Disease (GBD) data found that in 2019 KC was the most common cancer globally, affecting almost 3 times as many 
people as the next most common cancer (lung, 2.2 million people) [36,37]. Death due to BCC is very rare, but ~56,000 people died 
due to SCC. The burden of disease, as measured by disability-adjusted life years (DALYs), increased by almost 25% between 2010 
and 2019. The incidence of KC has increased in many locations, including Australia, New Zealand, Iceland, and the United Kingdom, 
but in the United States the incidence remained fairly stable from 2005 to 2019. The lifetime risk of KC is much higher in populations 
living in conditions with high ambient UV radiation; for example, the lifetime risk is 3.5 times higher in Australia than in the United 
Kingdom [38,39]. The cost of KC in terms of medical treatment and lost worker productivity is very high and increasing. For example, 
the average paid and unpaid productivity loss per premature death from melanoma in Europe are the second highest of all cancers, 
and in the United States between 1997 and 2015, total expenditure for treatment of melanoma increased at a faster rate than for 
other cancers. In Australia, skin cancer (KC and melanoma combined) costs more to treat than any other cancer. These high costs 
point to the potential economic benefits of the Montreal Protocol with respect to skin cancer prevention.

• Solar UV radiation causes or worsens inflammatory skin disorders (photodermatoses) and can contribute to phototoxicity of 
certain medications. Photodermatoses are inflammatory skin disorders that are induced or exacerbated by exposure to UV radiation 
(UV-B and UV-A radiation) and sometimes visible radiation. These disorders can lead to substantial decreases in the quality of life, 
due both to the morbidity associated with the conditions and to the reduction in work and recreational activities that are needed to 
manage  these conditions. A considerable number of common oral medications (e.g., diuretics and anti-inflammatory drugs) [40] 
exhibit photosensitising potential, whereby individuals exposed to sufficient doses of these drugs together with UV radiation can 
experience skin reddening, swelling and burning. Photosensitising drugs may increase the risk of skin cancer through UV-induced 
DNA damage, but further studies are required to adequately assess this risk. 

• Modelling studies indicate that the Montreal Protocol will reduce the incidence of cataract. Long-term exposure of eyes to UV 
radiation can cause cataract, which is the leading cause of blindness world-wide [41-45]. Access to care is the main determinant of 
vision loss due to cataract, and individuals living in regions with high ambient UV radiation and limited access to care (such as in parts 
of Asia, Oceania and Sub-Saharan Africa) experience above average incidences of moderate to severe vision impairment [41,43,45]. 
In the United States, model estimates indicate that the Montreal Protocol will prevent 63 million cases of cataract for individuals born 
between 1890 – 2100 (Table 1).
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Table 1. Estimated number of skin cancers and cataracts avoided due to implementation of the Montreal Protocol, relative to no 
regulation of ODS through the lifetimes of people born between 1890 and 2100 in the United States. From [26]. 

Health effects avoided by the Montreal 
Protocol as amended and adjusted, 
compared to no ODS regulation

Incidence of skin cancer Keratinocyte    432,000,000

Melanoma        11,000,000

Total  443,000,000

Mortality from skin cancer Keratinocyte              800,000

Melanoma           1,500,000

Total         2,300,000

Incidence of cataract        63,000,000

Notes: 

The incidence estimates shown here are rounded to the nearest million; mortality estimates are rounded to the nearest hundred 
thousand. Totals may not sum due to independent rounding. 

• Exposing the skin and eyes to solar radiation leads to the production of vitamin D, modulates the immune system, and can 
have other beneficial effects on health. The best known benefit of exposing the skin to the sun, and in particular UV-B radiation, is 
production of vitamin D. Vitamin D is essential for maintaining musculoskeletal health but recent findings also indicate that low levels 
of 25-hydroxy vitamin D (25(OH)D), the molecule measured to assess vitamin D status, may also be associated with increased risk 
of a range of health outcomes, including multiple sclerosis [46], respiratory tract infections [47], and coronary heart disease [48]. 
Separately from vitamin D, exposing the skin to UV radiation modulates the immune system, both locally within the skin and at distant 
body sites. This has dual effects, increasing the risk of skin cancer, but downregulating inflammation. There is emerging evidence that 
UV-A radiation (and possibly UV-B), can release nitric oxide from the skin with benefits for blood pressure and metabolism. Exposing 
the eyes to the sun reduces the risk of short-sightedness. Balancing the risks and benefits of sun exposure is challenging. In the 
absence of the Montreal Protocol the high UV indices that would have occurred would have caused skin damage in a very short time, 
limiting the time people could spend outdoors and reducing the benefits of sun exposure.

• Solar UV radiation can inactivate SARS-CoV-2, the virus responsible for COVID-19, but the Montreal Protocol has likely had 
a minimal effect on COVID-19 transmission. A newly-developed action spectrum indicates that both UV-B and UV-A radiation 
can inactivate the SARS-CoV-2 virus [49]. Estimates of the exposure time required for virus inactivation vary among studies, but 
the most reliable data suggest that 90% of viral particles embedded in saliva are inactivated within ca. 7 minutes by solar radiation 
under optimal high-sun conditions, as would occur under clear skies near midday during summer at mid- to low latitudes. Longer 
exposures to solar UV radiation (exceeding ~13 minutes) would be required for inactivation early or late in the day during winter at 
higher latitudes [50-52]. Slightly longer inactivation times were found for aerosolised virus particles, and inactivation times would 
be longer for cloudy conditions or if virus particles are shielded from solar radiation. As the primary mode of transmission of this virus 
from person to person appears to occur through respiratory droplets and aerosols generated by breathing, sneezing, and coughing 
in crowded indoor conditions [53-57], disinfection by UV radiation of outdoor surfaces is unlikely to have played a significant part in 
controlling COVID-19. 

• Exposure to ambient levels of solar UV radiation may contribute to a reduced incidence or severity of COVID-19, but causal 
mechanisms are unclear and uncertainty is high. A number of studies have shown that the incidence or severity of COVID-19 is 
inversely related to ambient solar UV radiation (i.e., fewer cases and less severe COVID-19 with greater intensity of UV radiation), 
but there are many possible confounding factors (e.g., other environmental factors such as temperature, humidity and total solar 
radiation, as well as factors affecting viral transmission and disease management). The causal nature of these relationships is therefore 
unclear. Some studies have found inverse associations between vitamin D (25(OH)D) concentration in the blood and the risk of SARS-
CoV-2 positivity or severity of COVID-19. If vitamin D is found to be causally associated with COVID-19 risk or outcomes, or if other 
effects of UV radiation on the immune system are important, extreme care would be required to balance these beneficial effects of 
sun exposure against the risks of sunburn and skin cancer in people with light skin. In general, the far-reaching, positive outcomes of 
the implementation of the Montreal Protocol for human health outweigh any potential advantage that might have been gained by the 
effects of solar UV radiation on the transmission and severity of COVID-19 that would have occurred in the absence of the Montreal 
Protocol. Perhaps most importantly, the Montreal Protocol has avoided large increases in UV-B radiation that would likely have 
caused people to spend less time outdoors, and more time indoors where the risk of COVID-19 infection is much higher.
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4 Terrestrial ecosystems and biogeochemical cycles

Changes in UV radiation and climate interact to affect terrestrial ecosystems and biogeochemical cycles (i.e., the cycling of nutrients 
such as carbon and nitrogen), with potential consequences for food security, biodiversity, and climate. Exposure to extreme solar UV 
radiation, as would have occurred without the Montreal Protocol, would have had pronounced deleterious effects on many plants, 
animals, and microorganisms. However, most species in terrestrial environments have evolved mechanisms to tolerate or avoid the 
harmful effects of solar UV radiation, at least at levels within the range experienced without significant ozone depletion. Nonetheless, 
these moderate levels of solar UV radiation together with climate change can affect the productivity and biodiversity of terrestrial 
ecosystems, including agroecosystems, by altering food quality, plant defence against pests and pathogens, plant vigour and tolerances 
to other abiotic stresses, and the photodegradation of plant litter and pesticides. Importantly, the photodegradation of plant litter by UV 
and short-wavelength visible radiation can enhance decomposition and nutrient cycling, resulting in emission of GHGs, such as carbon 
dioxide and nitrous oxide, with positive feedbacks on the climate system.

Key findings 
• Extreme climate events are becoming more prevalent with climate change, and these events are likely to alter the exposure 

of organisms to UV radiation and disrupt terrestrial ecosystems. Globally, stronger storms, catastrophic floods, protracted 
droughts, anomalous heat waves, more intense wildfires, and other extreme climate events (ECEs5) are causing long-term disruption 
to the structure and function of many terrestrial ecosystems [58,59]. Together with changes in cloud cover and aerosols, these 
ECEs are likely altering the UV radiation received by terrestrial organisms outside polar regions to a greater degree than current or 
projected changes in stratospheric ozone concentrations (Fig. 6). While these alterations in solar UV irradiation have the potential to 
affect biodiversity, productivity, emissions of GHGs [60-62], and ecosystem carbon storage [63], the magnitude of these impacts are 
unknown at the present time.

• Ongoing changes in climate are exposing plants to new combinations of UV radiation and other environmental factors that 
can affect stress tolerances and food quality. A combination of particular concern is high UV-B irradiance and drought, as climate 
change is increasing the frequency and severity of drought. Drought periods frequently coincide with high UV radiation, particularly 
at mid to low latitudes [9]. Because of shared molecular pathways in stress tolerance mechanisms, the response of plants to moderate 
levels of UV radiation may confer some cross-protection against drought [64,65]. This cross-tolerance might mitigate some of the 
detrimental effects of drought on crop growth and yield, unless both stress factors are excessive. UV radiation and climate factors can 
also interact to have both positive and negative effects on nutritional quality of food, depending on type of crop and environmental 
conditions [66]. 

5 An extreme climate event has been defined as “an episode or occurrence in which a statistically rare or unusual climatic period alters ecosystem structure and ⁄or function 
well outside the bounds of what is considered typical or normal variability” [8]; or similarly, according to the Intergovernmental Panel on Climate Change (IPCC), “if the value 
of a variable exceeds (or lies below) a threshold” that is exceeded [9]. Compound extreme events are the “combination of multiple drivers and/or hazards that contribute to 
societal or environmental risk.” An example of a compound extreme event would be fire weather conditions which are the combination of hot, dry, and windy conditions [9].    

Fig 6. Pathways by which extreme climate 
events (ECEs) driven by changes in 
stratospheric ozone and climate can affect 
UV radiation exposure and terrestrial 
organisms and ecosystems. Changes in 
stratospheric ozone and climate interact 
to influence the frequency and intensity 
of a number of ECEs (upper-most grey 
rectangles). These ECEs in turn affect 
atmospheric and surface intermediaries 
(multi-coloured ovals connected with 
ECEs by overlapping shaded regions) 
which can increase (+) or decrease (-) 
the solar UV radiation reaching terrestrial 
organisms and ecosystems. Solid arrows 
show direct mediation by climate, ozone 
and UV radiation on ECEs and potential 
interactive and feedback effects. Dashed 
arrows show chronic effects of climate 
change factors.
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• Certain crops, especially those grown in the tropics and montane environments, may be vulnerable to relatively small 
increases in UV-B radiation. Because of shifting bioclimatic zones with climate change, certain crops are being grown at higher 
elevations than was previously possible [e.g., 67,68]. For some species of crop plants, especially those grown in the tropics, 
the intense UV radiation at higher elevations may exceed their UV tolerances, resulting in damage to DNA and proteins with 
negative consequences for their physiology and growth [69]. As crop species are grown in new habitats, they also encounter new 
weeds, pests, and pathogens [70,71]. Exposure to UV radiation is known to influence competition between plants and defence 
against herbivores [72,73] such that the altered UV radiation conditions may further disrupt the structure and function of these 
agroecosystems by affecting interactions of crop plants with weeds and pests. Differential effects of climate change on range shifts 
and phenology can also lead to spatial and/or temporal or seasonal mismatches between pollinators and their plant hosts [74,75], 
posing a risk to both agroecosystem function and food security.

• Climate change can contribute to declines in biodiversity by reducing the availability of suitable habitats for species and by 
shifting their distribution ranges, which alters exposure to UV radiation and may disrupt species interactions. Plant and animal 
species are migrating and shifting their distribution ranges to higher elevations and latitudes in response to on-going changes in 
climate [76-78], and these changes can decrease (poleward shifts) or increase (elevational shifts) exposures to solar UV radiation. 
Some models suggest that UV radiation can interact with climate change to influence species distributions, although the mechanisms 
underlying these effects are unclear. Nonetheless, changes in UV irradiances resulting from these shifts will likely modify plant growth 
forms and secondary chemistry (e.g., flavonoids and other phenolic compounds), which may affect the competitive ability of plants 
and their defence against herbivores [79,72]. Depending on location, these changes in species interactions have the potential to 
negatively affect biodiversity [80].  

• Solar UV radiation can accelerate the decomposition of dead plant matter (litter) in many terrestrial ecosystems with 
implications for carbon storage and climate. The decomposition of plant litter is a key biogeochemical process determining rates 
of nutrient cycling, energy flow, and carbon storage in terrestrial ecosystems. Exposure of litter to solar UV radiation and short-
wavelength visible radiation (i.e., blue and green light), can increase rates of litter decomposition via the direct photochemical 
breakdown of lignin and other plant cell wall constituents (i.e., photomineralisation), and indirectly, by enhancing microbial 
decomposition (i.e., photofacilitation). Photodegradation of litter is now recognised to be important in a wide variety of ecosystems 
across a range of climatic regions (e.g., deserts, grasslands, forests), although the relative importance of photomineralisation 
vs photofacilitation may differ among habitats [81]. A newly developed action spectrum for photomineralisation indicates that 
UV-A is more effective than UV-B radiation in driving this process. Thus, ozone depletion likely has minimal effect on this aspect of 
photodegradation [82]. Photodegradation influences the cycling and storage of carbon as well as other elements (e.g., nitrogen and 
phosphorous) and can be an important pathway of GHG emissions by terrestrial ecosystems [83,84].

• Thawing of permafrost is destabilising Arctic ecosystems and exposing ancient sources of organic carbon to 
photodegradation by solar UV radiation. The world’s soils store large amounts of carbon, approximately two-to-three times more 
than the atmosphere (Fig. 7A). Therefore, even small instabilities or degradation of soils driven by perturbations in climate can lead 
to large releases of carbon. A large proportion of soil carbon is stored at high northern latitudes, where it has remained stable in 
peatlands and permafrost soils over long time periods, often many thousands of years. As climate warms, permafrost is thawing 
[85], leading to the decomposition of this ancient organic matter and the release of carbon dioxide, methane and other GHGs. 
The organic matter from thawed permafrost soils enters aquatic ecosystems as dissolved organic matter (DOM) where it becomes 
susceptible to photodegradation by solar UV radiation [86]. Reductions in ice and snow or changes in vegetation and cloud cover 
are further modifying exposures to UV irradiation, which affect the magnitude of these photodegradation processes and Arctic 
organisms (Fig. 7B). 

• Photodegradation of dissolved organic matter by UV radiation in aquatic ecosystems releases greenhouse gases that may 
exacerbate climate change. Climate change is enhancing terrestrial runoff rich in dissolved organic matter (DOM) to lakes, rivers, 
and coastal waters, which increases the amount of DOM that is subjected to photodegradation. Another important source of DOM is 
the permafrost soils of the Northern Hemisphere (Fig. 7). Emissions of CO2 resulting from photodegradation of DOM at mid-latitudes 
are generally negligible compared to emissions from microbial mineralisation of DOM but may play a large role at high latitudes. The 
magnitude of the direct abiotic photochemical degradation (i.e., photomineralisation) of DOM in Arctic watersheds rich in yedoma 
(organic-rich permafrost, [87]) is still uncertain, with estimates ranging from negligible [88-90] to 75–90% of total CO2 emissions [91-
93]. Understanding how DOM photoreactivity varies across seasons and with water chemistry is crucial to predicting the extent of 
photochemical CO2 emissions in high latitude ecosystems and their variations induced by changes in climate and UV radiation.
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Fig. 7. Biogeochemical cycling of warming permafrost under climate change. Panel A shows the carbon stocks in various 
types of soils (brown bars) and the atmosphere (blue bar). The lighter extended bar gives the contribution from permafrost 
soils greater than 3 m depths that is not relevant to the other soil types. Reproduced and modified from [94]. Panel B 
illustrates the effects of warming on permafrost. Prior to climate change, soils and vegetation were covered for much of the 
year (left). Warming leads to reduced snow cover, permafrost thaw, and subsequent increased frequency of disturbance 
events such as fire, floods, droughts and insect damage causing dieback. Inset circles illustrate how solar UV radiation 
interacts with these climate driven processes in soil (a-c) and waterbodies (d). Climate change is causing the active top layer 
of soil to thaw during the summer and freeze again in the autumn. This active layer is becoming deeper and staying unfrozen 
for longer.

5 Aquatic ecosystems

Changes in stratospheric ozone along with climate change and human activity are altering the aquatic environment and modifying the 
exposure of aquatic ecosystems to UV radiation with potential consequences for species distributions, biogeochemical cycles, and 
services provided by these ecosystems. Climate change results in variations in the depth of mixing, thickness of ice cover, the duration 
of ice-free conditions, and inputs of dissolved organic matter, all of which can either increase or decrease exposure to UV radiation (Fig. 
8). Human activities release contaminants such as oil, UV filters in sunscreens, and microplastics into the aquatic environment, which are 
then modified by UV radiation, frequently amplifying adverse effects on aquatic organisms and aquatic environments. These changes 
combine with other environmental changes such as global warming and ocean acidification to impact microorganisms, macroalgae, 
and plants and animals in aquatic environments. Minimising the disruptive consequences of these effects on critical services provided 
by the world’s rivers, lakes, and oceans (e.g., freshwater supply, recreation, transport, and food security) will not only require continued 
adherence to the Montreal Protocol but also a wider inclusion of solar UV radiation and its effects in studies and/or models of aquatic 
ecosystems under conditions of the future global climate.

Key findings
• Ozone depletion and climate change are altering exposure to UV radiation in the ocean’s surface layers by changing the 

depth of the mixed layer, but effects vary with latitude. An analysis of almost 50 years (1970-2018) of data from sensors on 
free-floating devices and ships show a deepening of the water circulation over the global ocean. The maximum depth of circulation 
from the surface, the mixed layer depth (MLD; Fig. 8), has deepened, on average, by 2.9 % per decade, adding around 5-10 m 
per decade to the MLD [95]. The deeper organisms circulate, the less they are exposed to UV radiation. Deepening trends do vary 
regionally, with greater deepening in much of the Southern Ocean and less deepening in the North Atlantic, whereas shallowing 
is occurring for some areas near the Equator and in high Arctic latitudes. Deeper mixing in the Southern Ocean is linked to the 
strengthening of surface winds associated with the positive phase of the Southern Annular Mode, which is influenced by ozone 
depletion [96].
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Fig. 8. Schematic depiction of processes controlling exposure to UV-B radiation in aquatic ecosystems comparing before and 
after the Anthropocene (i.e., the current period of significant human impact on the Earth’s ecosystems). In general, exposure 
to UV-B radiation is limited to the surface layer (light blue/brown), the mixing of which depends on the stratifying effect of 
surface warming and inputs of fresh water vs the stirring effects of surface winds and currents. Ice cover shields the polar 
ocean and wintertime lakes (not shown). In oceans in the Anthropocene, generally there is more warming, more wind, and a 
greater mixed layer depth (MLD), while sharpening the density barrier (pycnocline, dark blue) to nutrient transport (arrows) 
from deep water (black). However, ice melt reduces shielding and freshens the polar ocean reducing the MLD. Terrestrial 
run-off from rain events browns lake surface water, lowers transparency to UV-B radiation and warms surface waters due to 
enhanced absorption of solar radiation. Drought would have the opposite effect. The warming results in shallower mixed 
layers in lakes, as do weaker winds. Dimensions are not to scale.

• Anthropogenic factors in combination with UV radiation are exacerbating stresses on aquatic ecosystems, especially 
tropical coral reef ecosystems. Tropical coral reefs, which are based on the symbiotic association between reef-building corals and 
symbiotic dinoflagellates (Family Symbiodiniaceae), are highly diverse and economically important ecosystems that are naturally 
exposed to high levels of UV radiation because they occur in clear, tropical waters close to the surface. Findings from some studies 
indicate that exposure to UV-B radiation can have detrimental effects on symbionts, although negative effects are often not evident 
on the coral host [97]. Stress on symbionts can lead to their expulsion from the coral host and coral bleaching. These negative effects 
on symbiont health are a concern as coral bleaching is becoming more common as sea surface waters continue to warm and become 
more acidic. These effects may exacerbate the impact of UV-B radiation on coral ecosystems. Coral reefs may also be vulnerable to oil 
pollutants and chemicals from sunscreens, the toxic effects of which can be enhanced by UV-B radiation and climate change [98,99] 
(Fig. 9).
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Fig 9. Coral reef-dwelling organisms, 
such as reef-building corals, are affected 
by stressors such as warming of sea 
surface waters and by contaminants such 
as oil and UV filters (e.g., sunscreens). 
In near-surface waters, corals are also 
exposed to high levels of UV radiation, 
the potentially damaging effects of which 
are moderated by photoprotection 
mechanisms. Nevertheless, the negative 
impacts of stressors and contaminants are 
exacerbated by co-exposure to UV-A and 
UV-B radiation. Photo: Sandra Mendoza 
Quiroz.

• Solar UV radiation degrades oil pollutants but enhances their toxicity to aquatic organisms. Recent studies have confirmed 
that solar UV radiation is a key factor contributing to the removal of pollutants from oil spills (reviewed by [100]). For example, 
during the 102 days of the Deepwater Horizon spill, UV-driven production of water soluble organic carbon (also referred to as 
photo-dissolution) accounted for about 8% (estimated range: 3-17%) of overall oil removal, an amount comparable to other widely 
acknowledged removal processes (evaporation and coastal stranding) [101]. Exposure to high amounts of UV radiation can also 
increase the toxicity of some oil components for corals, sponges, molluscs, polychaetes, and crustaceans [99]. Typically, exposure to 
UV radiation has not been a part of oil toxicity studies, but these results suggest that including such exposures in future studies would 
improve our understanding of the fate and toxicity of oil spills occurring at or near the ocean’s surface [102].

6 Air quality and contaminants

Solar UV radiation is a major contributor to the formation of air pollution (tropospheric ozone (O3) and some particulate matter 
(PM)), which has been identified as a critical issue in human health world-wide. However, UV radiation also plays a role in cleansing 
the atmosphere of pollutants, and air pollution can affect the penetration of UV radiation to the Earth’s surface. Thus, changes in 
stratospheric ozone and climate can have complex and sometimes opposing effects on different types of air pollution. Solar UV radiation 
also plays an important role in the breakdown of contaminants in aquatic and terrestrial ecosystems, but the ecological and human 
health consequences of these transformations are not yet well understood. Contamination of the environment by compounds used to 
replace ODS remains a concern. 

Key findings
• Solar UV radiation, particularly UV-B radiation, can worsen tropospheric air quality with appreciable harmful effects on 

human health. Globally, poor outdoor air quality causes extensive morbidity and over 4 million premature deaths per year related 
to respiratory, cardiovascular, reproductive and neurological disorders. Improvements in some aspects of air quality (e.g., PM) 
have occurred in some regions (e.g., China), because stringent measures to control pollution have led to long-term reductions in 
emissions of nitrogen oxides (NOx) and sulfur dioxide (SO2)—necessary ingredients for the UV-driven formation of tropospheric O3 
and PM. Decreases in UV-B radiation, as a result of the Montreal Protocol, would be expected to result in a reduced net production 
of O3 near sources of pollution (e.g., cities with large emissions of NOx from traffic) and a slower consumption of O3 with increasing 
distance from polluted areas. Future scenarios in which stratospheric O3 returns to 1980 values or even exceeds them, could help 
ameliorate urban O3 pollution but may worsen O3 pollution reaching rural areas. For PM, sensitivity to changes in UV radiation is 
expected based on knowledge of the relevant photochemical processes, but has not been studied systematically and hence remains 
unquantified.
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• Tropospheric ozone and particulate matter can have adverse effects on forests and the yields of crops in rural areas, with 
important economic consequences. Tropospheric O3 is known to contribute to significant losses in growth, quality and yield of 
crops and other plants, and recent studies have further quantified these effects. For example, a recent meta-analysis of 48 studies 
examining the effects of chronic tropospheric O3 exposure on soybeans conducted between 1980 and 2019 showed that O3 
reduced leaf-area by 21%, leaf, shoot and root biomass by 14%, 23% and 17%, respectively, and seed yield by 28% [103]. A study 
on the historical losses to air pollutants in maize and soybean grown in the United States showed that improvements in the control 
of O3, SO2, PM, and NO2 have increased yields by an average of 20% [104]. Of these pollutants, PM and NO2 appeared to cause 
more damage than O3 and SO2. Overall, the improvement in yields from stricter controls of the pollutants was equivalent to ca US$ 5 
billion. 

• Solar UV radiation also plays a major role in cleansing the troposphere of pollutants and greenhouse gases. UV-generated 
hydroxyl radicals (OH), the major cleaning agents of the troposphere, remove many atmospheric pollutants and GHGs (Fig. 10). 
Research has shown that increases in UV radiation caused by stratospheric ozone depletion over 1980-2020 have contributed a small 
increase (ca. 3%) to the concentration of globally averaged OH, alongside several other variables that affect OH (e.g., temperature, 
humidity, and increased emissions of precursors of tropospheric O3). Hydroxyl radicals react with many environmentally important 
chemicals including some GHGs (e.g., methane; CH4) and some ODSs, such as the so-called very-short-lived substances (VSLSs; 
halo-organics with an atmospheric lifetime of less than or equal to 6 months). These reactions control both the lifetimes and the 
amounts of such chemicals in the atmosphere. For CH4, the UV-related increase in OH is the equivalent of offsetting increases in the 
concentration by 40 ppb or decreasing emissions by ~15 Tg y-1. For the VSLSs, the changes in OH are part of a complex feedback 
(Fig. 10) that is not yet fully quantified.

Fig. 10. Interacting effects of UV-B 
radiation and tropospheric O3 
and water (H2O) on tropospheric 
concentrations of OH and on 
the lifetime of very-short-lived 
substances (VSLSs). Effects of 
climate change include more 
frequent wildfires and thawing of 
permafrost soils with the formation 
of thermokarst lakes, which are 
important sources of CO and CH4, 
respectively. Increased emissions of 
CO and CH4 tend to decrease the 
tropospheric OH concentration, 
which in turn results in longer 
lifetime of VSLSs and thus a higher 
probability of stratospheric ozone 
depletion.

• The increases in trifluoroacetic acid concentrations due to replacements of the ozone-depleting substances are not expected 
to pose significant risk to humans or the environment at the present time. Trifluoroacetic acid (TFA) continues to be found in the 
environment, including in remote regions, although concentrations are so low that they are currently very unlikely to have adverse 
toxicological consequences for humans and ecosystems [105,106]. The accumulated amount of TFA is expected to increase because 
of the planned replacement of ODS with short-lived fluorinated chemicals (Fig. 11). However, based on projected future use of these 
precursors of TFA, no harm is anticipated. There is a large uncertainty associated with the magnitude of other sources of TFA (e.g., 
potential natural sources, fluorinated pesticides, and pharmaceuticals), which do not fall under the purview of the Montreal Protocol. 
Trifluoroacetic acid has biological properties that differ significantly from the longer chain polyfluoroalkyl substances (PFAS) and 
inclusion of TFA in this larger group of chemicals for regulation would be inconsistent with the risk assessment of TFA.
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Fig. 11. Yields of trifluoroacetic acid (TFA) from selected individual chlorofluorocarbon (CFC) replacement compounds, as 
well as the estimated global emissions of these compounds. The figure also includes selected compounds not under the 
purview of the Montreal Protocol. Error bars represent both experimental uncertainties and upper and lower yield ranges due 
to competing reaction channels that depend on environmental conditions. The yields of TFA from individual compounds are 
estimated based on evaluations of the available literature. Note split scale for the emission of HFC-134a is much higher than that 
of other compounds.

7 Materials and plastics

Solar UV radiation contributes to the aging and degradation of textiles as well as natural and synthetic materials, such as wood and 
plastics used in building materials. This degradation occurs on the surface of materials that then allows for other environmental agents, 
such as heat and moisture, to enter and deteriorate deeper layers. Superficial changes caused by UV radiation therefore lead to an 
overall ageing of a material. Thus, ozone depletion and climate change interact to affect the ageing process of materials and their 
service lifetimes. New technologies have been developed that can minimise these ageing effects, thereby resulting in longer lifetimes, 
diminished use of natural resources and waste, and reduced release of potentially harmful micro- and nano-plastics. However, the 
production of plastics and accumulation of micro- and nano-plastics in the environment, especially aquatic environments, continues to 
be of concern. Secondary microplastics can be generated in the environment during fragmentation of plastic litter that is photo-oxidised 
by solar UV radiation. By preventing increases in UV radiation, the Montreal Protocol has likely resulted in a slower generation and 
accumulation of microplastics in the environment than would have occurred without this treaty.
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Key findings
• More environmentally-friendly additives are being developed and used in plastics and wood to reduce the degradation 

of these materials by solar UV radiation. The recent trend towards development of environmentally sustainable technologies 
and building materials has necessitated the use of plant-based, non-toxic additives in coatings, plastics, and sunscreens [107-109]. 
In selecting additives, including UV-stabilisers [110], for plastics or coatings, increasing attention is being paid to minimising their 
potential ecotoxicity as these additives often leach out to contaminate the environment [111]. Some wood extractives and lignin 
nanoparticles have been tested for their efficacy as UV shielding material against surface discolouration of wood. Nanoparticles of 
lignin applied to coatings and even sunscreens have shown promise for substituting or complementing synthetic UV-absorbers. 
However, the undesirable dark colour of lignin is a drawback in lignin-based UV-shielding products and needs to be addressed.

• New technologies are being developed to increase the lifespan of photovoltaic modules used in solar panels. Polymers 
in photovoltaic (PV) modules undergo oxidation when exposed to solar UV irradiation and this causes brittleness, degradation 
and reduced lifetime of these systems [112-115] (Fig. 12). While accelerated laboratory testing has improved understanding of the 
different degradation mechanisms in PV modules, accurate prediction of degradation of these systems in the outdoors and under 
actual in-use conditions is still lacking [116]. Efforts to find a better replacement for the encapsulant material used in these systems 
has yielded several candidate polymers, such as ionomers and thermoplastic polyolefin [117]; and novel transparent backsheets 
designed to work specifically with bifacial PV cells and modules are being introduced. These modules will collect reflected sunlight 
on the back side of the module to increase power generation per unit area [118].

Fig. 12. Components of a crystalline silicon photovoltaic (PV) module illustrating encapsulants, backsheet, and junction box that 
are made of plastic materials, which are susceptible to degradation by solar UV radiation [119].

• Solar UV radiation causes weathering of plastics, which ultimately results in fragmentation and the formation of micro- and 
nano-plastics. Plastic debris in the environment is perceived as an increasing pollution problem with an estimated 8300 million 
metric tons being produced since the 1950s, of which ca 80% have ended in landfills and the natural environment [120]. In the natural 
environment, micro- (<5 mm) and nano-plastics (<0.1 µm) are generated as a result of solar UV-driven weathering of plastic debris 
in combination with fragmentation due to exposure to mechanical forces [121] (Fig. 13). Exposure to solar UV radiation is a primary 
weathering mechanism of plastics debris. Such photo-oxidation of plastic debris under extended outdoor exposure makes the 
material weak, brittle and prone to subsequent fragmentation [122,123]. Fragmentation then occurs when plastics are subjected to 
factors such as wave action or encounters with animals, resulting in the generation of secondary micro- or nano-particles. While there 
are concerns about potential effects of micro- and nanoplastics, the risks of these pollutants to human health and the environment are 
at present unclear. Nonetheless, there are calls for a global treaty on plastics towards a more sustainable future [124].

• The implementation of the Montreal Protocol, and consequent avoidance of high solar UV-B radiation, has likely prevented 
increases in the generation of microplastics in the environment. Large increases in terrestrial solar UV-B radiation, which 
have been avoided by the Montreal Protocol, would have increased the rates of UV-driven photo-oxidation, and consequently 
fragmentation of plastic debris that produces microplastics. However, estimates of the impact of the Montreal Protocol on 
microplastic production are limited by uncertainties in the UV dose-response of photo-oxidative reactions, and the distribution of 
plastics within different environments (soil, water, etc.), which affect exposure to UV radiation. Thus, while UV driven photo-oxidation 
of plastics, and subsequent fragmentation are well documented, the quantitative impact of this process on plastic longevity, 
microplastic generation, and ecological impacts remains unknown at present
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Fig. 13. Solar UV radiation can drive the photo-oxidation of plastics, making plastics susceptible to fragmentation, a process that 
may result in the formation of micro- and nano-plastic particles. Plastic mineralisation has been reported, but the relevance of 
this process in the natural environment remains to be established. The climate has impacts on photo-oxidation through a variety 
of different routes, including direct effects on solar UV radiation, plastic dispersal, penetration of UV radiation through the water 
column, and rising temperatures.

8 Conclusions

The Executive Summary, together with the full Quadrennial Assessment, illustrate the diversity of ways that changes in stratospheric 
ozone, UV radiation and climate interact to affect human health and the environment. While exposure to solar UV radiation, and, in 
particular, UV-B radiation, can have deleterious effects on humans and other organisms, modest exposure to UV radiation can have 
beneficial effects on human health, food quality and plant defence against pests, the disinfection of waters, and the conversion of toxic 
contaminants to more benign by-products [125,60,126]. Maintaining an optimal balance between the positive and negative effects of 
solar UV radiation would have been difficult to achieve, if not impossible, without the Montreal Protocol. Evidence also continues to 
mount showing that the Montreal Protocol is directly and indirectly protecting the Earth’s climate and mitigating some of the negative 
consequences of climate change [5,25].

Since our last Quadrennial Assessment, the world has experienced continued increases in global temperatures, additional extreme 
climate events (ECEs, e.g., heat waves, droughts, and hurricanes) and events resulting from a combination of weather extremes 
and other drivers (e.g., wildfires) that have all contributed to increasing societal and environmental risk. As recently reported by the 
Intergovernmental Panel on Climate Change [9], ECEs are expected to increase in frequency and intensity in the future because of 
anthropogenic climate change. The ECEs, together with other aspects of climate change (e.g., changing cloud cover and aerosols), 
alter the exposure to UV radiation of humans, plants, animals, and materials to a greater degree than the expected changes in the 
stratospheric ozone layer—assuming continued and full compliance with the Montreal Protocol. 

While our knowledge of the interactive effects of ozone depletion, UV radiation, and climate change has advanced since our last 
Quadrennial Assessment, a number of uncertainties persist that limit our ability to precisely and quantitatively assess the full extent and 
magnitude of these effects. Notably, it is uncertain how surface UV radiation will change in the future as the climate continues to change 
and to what degree the environmental and human effects of climate change are modulated by concurrent changes in stratospheric 
ozone and UV radiation. These factors are especially important considering future scenarios that might involve solar radiation 
management and climate intervention [127-130]. Despite these uncertainties, it is clear from this Quadrennial Assessment that the 
Montreal Protocol has been vital in protecting humans, aquatic and terrestrial ecosystems, air quality, and natural and synthetic materials 
from the deleterious consequences of stratospheric ozone depletion [131,1]. 

By protecting the stratospheric ozone layer and mitigating some of the effects of climate change, the Montreal Protocol continues 
to contribute to the implementation of the United Nations Sustainable Development Goals (SDGs). Specifically, the EEAP shows the 
alignment of the Montreal Protocol and its Amendments by addressing 21 targets in 11 of the 17 SDGs (Box 2). These SDGs address 
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targets in the areas of climate change, air and water quality, biodiversity and ecosystems, contaminants and materials, and human 
health. Thus, the Montreal Protocol has wide ranging significance for sustainability by protecting human health and maintaining healthy, 
diverse ecosystems on land and in the water. 

Box 2. The following UN Sustainable Development Goals (SDGs) and their specific targets are addressed in the 2022 EEAP 
Quadrennial Assessment.
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Summary

This assessment provides a comprehensive update of the effects of changes in stratospheric ozone and other factors (aerosols, surface 
reflectivity, solar activity, and climate) on the intensity of ultraviolet (UV) radiation at the Earth’s surface. The assessment is performed in 
the context of the Montreal Protocol on Substances that Deplete the Ozone Layer and its Amendments and Adjustments. Changes in UV 
radiation at low- and mid-latitudes (0–60°) during the last 25 years have generally been small (e.g., typically less than 4% per decade, 
increasing at some sites and decreasing at others) and were mostly driven by changes in cloud cover and atmospheric aerosol content, 
caused partly by climate change and partly by measures to control tropospheric pollution. Without the Montreal Protocol, erythemal 
(sunburning) UV irradiance at northern and southern latitudes of less than 50° would have increased by 10–20% between 1996 and 
2020. For southern latitudes exceeding 50°, the UV Index (UVI) would have surged by between 25% (year-round at the southern tip of 
South America) and more than 100% (South Pole in spring). Variability of erythemal irradiance in Antarctica was very large during the 
last four years. In spring 2019, erythemal UV radiation was at the minimum of the historical (1991–2018) range at the South Pole, while 
near record-high values were observed in spring 2020, which were up to 80% above the historical mean. In the Arctic, some of the 
highest erythemal irradiances on record were measured in March and April 2020. For example in March 2020, the monthly average UVI 
over a site in the Canadian Arctic was up to 70% higher than the historical (2005–2019) average, often exceeding this mean by three 
standard deviations. Under the presumption that all countries will adhere to the Montreal Protocol in the future and that atmospheric 
aerosol concentrations remain constant, erythemal irradiance at mid-latitudes (30–60°) is projected to decrease between 2015 and 
2090 by 2–5% in the north and by 4–6% in the south due to recovering ozone. Changes projected for the tropics are ≤3%. However, in 
industrial regions that are currently affected by air pollution, UV radiation will increase as measures to reduce air pollutants will gradually 
restore UV radiation intensities to those of a cleaner atmosphere. Since most substances controlled by the Montreal Protocol are also 
greenhouse gases, the phase-out of these substances may have avoided warming by 0.5 to 1.0 °C over mid-latitude regions of the 
continents, and by more than 1.0 °C in the Arctic; however, the uncertainty of these calculations is large. We also assess the effects of 
changes in stratospheric ozone on climate, focusing on the poleward shift of climate zones, and discuss the role of the small Antarctic 
ozone hole in 2019 on the devastating “Black Summer” fires in Australia. Additional topics include the assessment of advances in 
measuring and modelling of UV radiation; methods for determining personal UV exposure; the effect of solar radiation management 
(stratospheric aerosol injections) on UV radiation relevant for plants; and possible revisions to the vitamin D action spectrum, which 
describes the wavelength dependence of the synthesis of previtamin D3 in human skin upon exposure to UV radiation.

1 Introduction

Chapter 1 focuses on the effects of changes in the ozone layer on climate and ultraviolet (UV) radiation at the Earth’s surface, the 
interactions between UV radiation and climate, and on the influence of other geophysical parameters affecting UV radiation. 
The Chapter sets the stage for the subsequent Chapters of this Quadrennial Assessment that address the consequences of the 
interconnected effects of stratospheric ozone depletion, UV radiation, and climate change on human health [1] (including the COVID-19 
pandemic [2]), terrestrial [3] and aquatic [4] ecosystems, the carbon cycle [3,4], air quality [5], natural and synthetic materials [6], and the 
fate of environmental plastic debris [7]. The 2022 Quadrennial Assessment focuses on new scientific knowledge up to August 2022 that 
has accumulated since our last comprehensive assessment of 2018 (see the website, Quadrennial Assessment 2018; and was also made 
available in Photochem. Photobiol. Sci., 2019, 18, 595–828). Many of these effects are assessed in terms of the benefits for life on Earth 
resulting from the implementation of the Montreal Protocol on Substances that Deplete the Ozone Layer [8] and its Amendments and 
Adjustments (henceforth “the Montreal Protocol”). These benefits were achieved by curbing depletion of stratospheric ozone, thereby 
limiting increases of UV radiation, and mitigating climate change. Further topics include assessments of observed trends in UV radiation, 
projections of UV radiation into the future, and advances in the monitoring and modelling of UV radiation.
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2 State of the science in 2018

The previous comprehensive assessment of the EEAP [9], which was based on the state of knowledge in 2018, concluded that the 
Montreal Protocol was highly beneficial for protecting the stratospheric ozone layer and limiting the rise of solar UV-B (280–315 nm) 
radiation at the Earth’s surface. Therefore, increases in erythemal (sunburning) UV radiation between the late 1970s (at the onset of 
anthropogenically induced stratospheric ozone depletion) and 2018 were negligible in the tropics, small (< 10%) at mid-latitudes 
(30–60°), and large (> 50%) only in polar regions.11 Furthermore, the implementation of the Montreal Protocol12  prevented increases 
in UV-B radiation since the mid-1990s. As a result, observed changes in UV radiation at mid-latitudes during the last ~3 decades were 
mainly controlled by clouds and aerosols instead of changes in stratospheric ozone. Statistically significant decreases in UV-B radiation 
consistent with ozone recovery had not yet been detected at mid- and low-latitudes at the time of the previous assessment because 
of the large variability in UV-B radiation caused by factors other than ozone. Conversely, continuing decreases in clouds and aerosols 
(rather than changes in ozone) observed since the mid-1990s led to positive trends of UV radiation at several sites between 30° and 
60° N. Several independent satellite records indicated that changes in large-scale patterns of clouds occurred between the 1980s and 
2000s with consequences on UV radiation at the Earth’s surface.

In contrast to the tropics and mid-latitudes, variability of UV-B radiation in Antarctica remained very large, with near record-high 
erythemal UV radiation observed at the South Pole in spring 2015 and well below average values in spring 2016. The Arctic remained 
vulnerable to large decreases in total column ozone13 (TCO) and concomitant increases in UV-B irradiance whenever meteorological 
conditions led to a cold lower stratosphere in late winter and early spring. For example, greatly reduced stratospheric ozone 
concentrations during the second half of February 2016 led to increases of erythemal UV radiation of up to 60% above the climatological 
average over northern Scandinavia and northern Siberia. 

By preventing the further growth of the Antarctic ozone hole, the Montreal Protocol also helped to reduce its effects on atmospheric 
circulation, which include shifts of climate zones in the Southern Hemisphere and associated changes in weather patterns. For example, 
changes in tropospheric circulation contributed to a decrease in summer temperatures over southeast and south-central Australia, and 
inland areas of the southern tip of Africa. Anomalously high TCO in the spring were significantly correlated with hotter-than-normal 
summers over large regions of the Southern Hemisphere and vice versa.

With the predicted recovery of stratospheric ozone over the next several decades, UV-B radiation was expected to decrease at 
all latitudes outside the tropics, with the greatest decreases predicted over Antarctica. A projection of the erythemal irradiance14 
(quantified in terms of the UV Index15 or UVI) for the end of the 21st century (average of 2085−2095) relative to the current decade 
(average of 2010−2020) suggested that ozone-recovery will lead to a decrease in the UVI by about 30% over Antarctica, and up to 6% 
over mid-latitudes. These projections were uncertain because future concentrations of stratospheric ozone will depend not only on 
the decrease of ozone-depleting substances (ODSs) controlled by the Montreal Protocol but also on the trajectory of concentrations 
of other greenhouse gases such as carbon dioxide and methane, which will greatly depend on policy decisions implemented in the 
coming decades. Changes in cloudiness were projected to result in small (up to 4%) localised increases in UVI over the mid-latitudes 
and tropics, and to decreases exceeding 10% in the Arctic. Reductions in reflectivity due to melting of snow and sea ice as well as 
shifting of the melting season were predicted to decrease above-surface UVI by up to 10% in the Arctic and by 2–3% around Antarctica. 
However, the increasingly ice-free Arctic Ocean and reductions in snow cover would lead to increases in UV radiation penetrating the 
water column and reaching land surfaces formerly covered by snow. Decreases in concentrations of aerosols over urban areas of the 
Northern Hemisphere were projected to increase the UVI by typically 5–10% and by up to 30% over heavily industrialised regions (e.g., 
southern and eastern Asia) as measures to control air pollution start to reduce contamination from aerosols towards pre-industrial levels. 
The extent of these changes was again determined to be greatly contingent on policy decisions.

11 If not stated otherwise, the latitude ranges for both the Northern and Southern Hemispheres are defined as: polar latitudes (80°–90°); high-latitudes (60°–80°); mid-
latitudes (30°–60°); low-latitudes or tropics (0°–30°).

12 The Montreal Protocol was adopted in 1987 and was implemented in 1989 when it entered into force.
13 Total column ozone or TCO is the amount of ozone in a vertical column extending from the Earth’s surface to the top of the atmosphere. TCO is reported in Dobson Units 

or DU. One DU corresponds to a hypothetical layer of pure ozone with a thickness of 0.01 millimetre that would ensue if all ozone molecules in the vertical column were 
compressed to standard pressure (1013.25 hPa) and temperature (273.15 K or 0 ° C). One DU corresponds to 2.69x1016 molecules per square centimetre of area at the base 
of this column. Averaged over the Earth’s surface, the TCO is about 300 DU, which relates to a layer of pure ozone that is three millimetres thick.

14 Irradiance is the radiant power (or radiant flux) received by a surface per unit area. “Radiant” indicates that the energy is received as electromagnetic radiation, and the 
surface is assumed horizontal unless otherwise specified.

15 The UV Index is calculated by weighting solar UV spectra with the action spectrum of erythema [10] and multiplying the result with 40 m2/ W. See also Sect. 11.
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3 Current and future status of atmospheric ozone

Changes in atmospheric ozone concentrations in general and TCO in particular are regularly being assessed by the Scientific 
Assessment Panel (SAP) of the Montreal Protocol in coordination with the World Meteorological Organization (WMO) and UNEP. The 
information provided in this section is largely based on the SAP’s latest assessment [11] and provides the background for our assessment 
of the various effects resulting from changes in the ozone layer. We note that trends in TCO assessed by the SAP and summarised here 
refer to trends resulting mainly from human activities. The effects of natural cycles and events that affect TCO have been removed as 
part of the trend analysis. Such cycles and events include the solar cycle; the quasi-biennial oscillation (QBO; a pattern of alternating 
zonal winds in the tropical stratosphere); the El Niño-Southern Oscillation (ENSO; a pattern of alternating warm and cold sea surface 
temperatures of the tropical Pacific Ocean); the Arctic Oscillation (AO) and the Antarctic Oscillation (AAO), which both describe the 
back-and-forth shifting of atmospheric pressure between the poles and the mid-latitudes; the Brewer-Dobson circulation (a global-scale 
meridional circulation in the stratosphere); and aerosols from major volcanic eruptions [12].

3.1  Changes in total column ozone outside the polar regions
Signs of the ozone layer’s recovery outside the polar regions are now more robust compared to the SAP’s previous assessment [13] 
owing to updated trend models and additional four years of data. For the first time, small but statistically significant increases in TCO (of 
0.4±0.2% per decade) for the period 1996–2020 are now evident for the latitude band 60° S–60° N [12]. However, this positive trend 
is mostly driven by TCO changes in the Southern Hemisphere (Fig. 1). In the tropics (20° S–20° N) and northern mid-latitudes (35°–60° 
N), increases in TCO since 1996 have not been observed with certainty (Fig. 1a and b), and statistically significant trends (of 0.7±0.6% 
per decade) have only been found for the southern mid-latitudes (35°–60° S) (Fig. 1c). Even though the Montreal Protocol entered into 
force more than 30 years ago, it was expected that the recovery of the ozone layer at mid-latitudes would only now start to become 
evident because the removal rate of ODSs controlled by the Montreal Protocol from the stratosphere is three to four times slower than 
the rate at which they were added [14]. Furthermore, year-to-year variability in TCO obscures the attribution of trends to declining 
concentrations of ODSs. Detecting significant increases in TCO outside Antarctica therefore requires much more time than the detection 
of its previous decline. In the upper stratosphere, however, the rate of increase in the ozone concentrations is larger, ranging between 
1.5% and 2.2% per decade over the mid-latitudes of both hemispheres, and between 1% and 1.5% per decade in the tropics [11]. Since 
ozone column amounts in the upper stratosphere (above 32 km) are relatively small (typically less than 25% of the TCO at mid-latitudes), 
these increases contribute only modestly to the growth of TCO. Over the mid-latitudes, the present day TCO (2018–2020 average) is still 
below the average of the period 1964–1980 by ~4% in the Northern Hemisphere and by ~5% in the Southern Hemisphere [11]. Reasons 
for these latitude-dependent changes in TCO are discussed in SAP’s 2022 assessment [11].

3.2  Changes in total column ozone over Antarctica
Several studies have provided evidence that the Antarctic ozone hole is starting to recover [15-21]. Signs of recovery are strongest for 
the month of September, which is the key month for chemical destruction of ozone. Both ground-based and satellite data indicate 
a statistically significant positive trend in TCO of 12% per decade in September since 2000 (Fig. 1e). These increases are consistent 
with the decrease in the concentration of ODSs controlled by the Montreal Protocol [20]. However, there are still no significant trends 
for October (Fig. 1f) or later months because TCO in late spring is less sensitive to decreasing ODSs in the stratosphere compared to 
September. In a typical Antarctic winter, ozone is almost completely destroyed in the lower stratosphere by the end of September, 
which may explain why no recovery has yet been observed in October over the polar cap [12]. In addition, year-to-year variability is also 
larger later in the year [11]. 

Assuming continued adherence to the Montreal Protocol, concentrations of ODSs are projected to decline further, eventually resulting 
in the disappearance of the annually recurring ozone hole in the second half of the 21st century [11]. Until that time, large year-to-year 
variations in various ozone hole metrics are expected because of the sensitivity of chemical ozone destruction to temperature in the 
lower stratosphere in the presence of ODSs. Especially during the last few years, the depth and size of the Antarctic ozone hole have 
exhibited particularly large variability: 

In September and October 2019, the Antarctic ozone hole was the smallest on record since the early 1980s due to abnormally strong 
planetary wave16 activity originating in the subtropical Pacific Ocean east of Australia and over the eastern South Pacific [22-24]. These 
waves weakened the stratospheric polar vortex, which led to a warming of the polar stratosphere, starting in mid-August [25]. The 
resulting above-normal temperature in the lower stratosphere reduced the occurrence of polar stratospheric clouds (PSCs), which 
provide the surfaces for heterogeneous17 chemical reactions involving chlorine that result in catalytic destruction of ozone. The volume 
of PSCs dropped to almost zero by mid-September and the chemical processes leading to ozone depletion were therefore suppressed 
far earlier than usual. The average TCO over the polar cap (60°–90° S) in September and October 2019 was the highest over the last 40 
years, and the minimum TCO for September 2019 was the highest since 1988. 

16 Large-scale perturbations in atmospheric circulation, typically manifesting as meandering of the jet stream.
17 Heterogeneous chemical reactions are chemical reactions between substances of different phases, e.g., gaseous, liquid, solid.
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For the months of September, October, and November, the polar cap average TCO was higher by 29%, 28%, and 26%, respectively, 
compared to the mean of the 2008–2018 period [26].

Fig. 1 Time series of annual mean TCO for the latitude bands (a) 35° N−60° N, (b) 20° S−20° N, and (c) 35° S−60° S; and 
monthly mean TCO for (d) March in the Arctic (60° N−90° N), (e) September in the Antarctic (60° S−90° S), and (f) October in 
the Antarctic (60° S−90° S). Colours indicate different ground- and satellite-based datasets. These are identified in the legend 
of panel (b) and defined as follows: WOUDC: ground-based measurements from the World Ozone and UV data centre (https://
woudc.org/); SBUV V8.7 NASA (MOD): NASA Merged Ozone Data from the series of space-borne Solar Backscatter Ultraviolet 
(SBUV) instruments; SBUV V8.6 NOAA (COH): the NOAA cohesive dataset from several satellite sensors; GOME/SCIA GSG: 
the merged dataset from the space-borne Global Ozone Monitoring Experiment (GOME), the SCanning Imaging Absorption 
spectroMeter for Atmospheric CHartographY (SCIAMACHY), GOME-2A, and GOME-2B; and GOME/SCIA/OMI GTO: the 
merged data set from GOME, SCIAMACHY, the Ozone Monitoring Instrument (OMI), GOME-2A, GOME-2B, and TROPOspheric 
Monitoring Instrument (TROPOMI). The MLR (heavy orange line) dataset is the median of the five datasets described above and 
represents the input to the regression model applied by Weber et al. [12]. Solid black lines indicate linear trends calculated 
with this regression model before and after the peak in ODSs in 1996, respectively, and dotted lines indicate the two standard 
deviation (2σ) uncertainty of the estimated trends. Trend numbers are indicated for the pre (1979–1995) and post (1996–2020) 
ODS peak period in the top part of the plot. Numbers in parentheses are the 2σ trend uncertainty. The dashed orange line 
shows the mean TCO from 1964 until 1980 from the WOUDC data. Note that the scales of the ordinates are different in the six 
panels. Adapted from Weber et al. [12].

• In contrast, the Antarctic ozone holes in spring 2020 and 2021 were amongst the largest and longest-lived in the observational 
record [27,28]. These long-lasting ozone holes, extending to times when snow has melted, may have had impacts on Antarctic 
organisms [29]. Yook et al. [28] provided evidence that injection of smoke originating from the Australian “Black Summer” wildfires 
of early 2020 (Sect. 5.1.2) may have contributed to the large ozone hole of 2020, while aerosols from the eruption of La Soufrière 
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(13° N) on Saint Vincent in April 2021 may have played a role in the large ozone hole of 2021. (Aerosols injected into the tropical 
stratosphere disperse rapidly to high latitudes [30].) Furthermore, the lack of planetary waves during both years resulted in a cold 
and stable stratospheric vortex over Antarctica, which created conditions favourable for persistent ozone depletion [11,20,31]. 
Additionally, loss of ozone in early spring 2020 enhanced the strength and persistence of the vortex later in that year [32]. Even 
though large ozone holes will likely continue to occur in the future, either through dynamical variability alone, or exacerbated by 
large volcanic eruptions or major inputs of smoke into the stratosphere, the recovery of the ozone hole is expected to continue [27].

The large year-to-year variability in the TCO observed thus far resulted in large year-to-year variations in UV radiation in Antarctica (Sect. 
7.1.1). For example, the UVIs measured at the South Pole in 2019 were some of the lowest since the start of measurements in 1991, while 
those in 2020 set new record highs. The recovery of the Antarctic ozone hole is generally more difficult to detect with UV-B radiation 
than ozone data because signs of recovery are most pronounced in September [15,33] when the UVI in Antarctica is still very low. 
Factors other than ozone that affect UV radiation (Sect. 6) lead to additional variability, hampering detection of recovery further.

Using observations from satellites between 1978 and 2020, a recent study [34] compared annual averages of the depth and area of the 
Antarctic ozone hole for early spring (1 September – 15 October) and late spring (16 October – 30 November). This analysis is of high 
relevance for assessing trends in UV radiation over Antarctica because UV radiation is generally much greater later in spring when the 
Sun is higher in the sky even though TCO is typically much lower earlier in spring. Figure 2a shows TCO averaged from 1 September 
to 15 October (red line) and from 16 October to 30 November (blue line) at King George Island (62° S), located near the northern 
tip of the Antarctic Peninsula. For the earlier period, the 11-year moving average of TCO was lowest around the year 2000, when 
the concentration of ozone-depleting chlorine and bromine compounds in the stratosphere was close to its maximum, and average 
TCO appears to be increasing since this time. The observation at this station is consistent with the positive trend in Antarctic TCO for 
September shown in Fig. 1e. Conversely, and consistent with Fig. 1f, there is no clear indication that TCO is also recovering in the later 
period. Similarly, the size of the ozone hole—quantified as the area with TCO below 220 Dobson Units (DU)—appears to be decreasing 
faster in early spring (Fig. 2b).  
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Fig. 2  (a) Time series of TCO at King George Island (62° S), averaged from 1 September to 15 October (red line) and from 16 
October to 30 November (blue line). (b) Evolution of the ozone hole area averaged from 1 September to 15 October (red line) 
and from 16 October to 30 November (blue line). Bold lines indicate 11-year centred moving averages calculated from annual 
data. Adapted from Cordero et al. [34].

3.3  Changes in total column ozone over the Arctic
While there is still no clear evidence of ozone recovery in the Arctic, it is expected that signs of recovery would first be detected in 
March because chemical ozone loss in the Arctic is typically largest in this month [35]. Figure 1d indicates that TCO in March averaged 
over the northern polar cap (63°–90° N) is indeed increasing by 2% per decade, but this small positive trend is not statistically significant 
because of the large interannual dynamical variability observed for this latitude belt [11].

Sporadic ozone depletion events continue to occur in the Arctic. An exceptionally large episode of stratospheric ozone depletion was 
observed in late winter and early spring (February–April) of 2020 [36], exceeding in severity the previously reported event of 2011 [37]. 
The TCO averaged over 63°–90° N for this 3-month period was 340 Dobson Units (DU), which is 100 DU below the mean of the period 
1979–2019 and the lowest since the start of satellite measurements in 1979. These low values of TCO in 2020 were partially caused 
by a strong and long-lived polar vortex, which provided ideal conditions for chemical ozone destruction to take place. Temperatures 
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low enough to form PSCs within the vortex developed early in the season, and on average enclosed about a third of the vortex volume 
[35,36,38-41]. Furthermore, the strong vortex also inhibited replenishment of Arctic ozone from lower latitudes [11]. These conditions 
are unique in the ~40 years of measurements, making 2020 the year with the largest loss of Arctic ozone on record. The large ozone 
hole observed over Antarctica six months later is a coincidence and cannot be attributed to a known common cause.

The unprecedented depletion of Arctic ozone in winter/spring of 2019/2020 contrasts with the conditions in the boreal winters of 
2018/2019 and 2020/2021. In both winters, major stratospheric warmings occurred in January [42-44], which limited overall ozone 
loss. As a result, the minimum TCO in March 2019 (defined as the minimum of the daily mean TCO within an area that encloses the 
Arctic polar vortex and is surrounded by the 63° N contour of “equivalent latitude” [45]) was the highest since 1988 [46], and the 
minimum TCO in March 2021 was identical to its average value since the start of satellite observations in 1979 [47]. Such large year-to-
year variations in Arctic ozone depletion, which are driven by differences in meteorological conditions, are expected to continue for as 
long as concentrations of ODSs remain elevated [11,41,48]. Furthermore, winters with a warm stratosphere (and little ozone depletion) 
will likely randomly alternate with winters with a cold stratosphere (and large ozone depletion). A recent study [49] provides evidence 
that years with a cold stratospheric Arctic vortex are getting colder. Reduced stratospheric temperatures will likely result in more PSC 
formation and lead to more chemical ozone loss via catalytic processes. As a consequence, ozone-depletion events as large or even 
larger than the one observed in 2020 [e.g., 36] will likely re-occur throughout the 21st century until concentrations of ODSs have 
substantially decreased. The magnitude of stratospheric cooling in the future will critically depend on the development of greenhouse 
gas (GHG) concentrations and on variability in the amount of water (H2O) vapour in the stratosphere [11,49]. Under the scenario with the 
highest concentration of GHGs and H2O, sporadic springtime increases in UV radiation in the Arctic could be somewhat larger at the 
end of the 21st century than those observed in 2020 [49].

3.4  Effects of greenhouse gases on stratospheric ozone
This section briefly discusses the effects of changes in the atmospheric concentration of GHGs that are responsible for global warming 
but are also relevant to stratospheric ozone changes. The SAP’s latest report [11] discusses these processes in more detail. Increases 
in GHGs affect ozone depletion in several key ways [50]. First, radiative cooling of the polar stratosphere (promoted by GHGs during 
winter months) enhances the formation of PSCs. These clouds provide the surfaces for heterogeneous chemical reactions that lead to 
the destruction of ozone, thereby decreasing ozone concentrations. Second, cooling of the upper stratosphere at extrapolar latitudes 
reduces the rates of gas-phase chemical reactions that lead to ozone loss, thereby increasing ozone concentrations in the upper 
stratosphere. Third, changes in the concentrations of nitrous oxide (N2O) and methane (CH4), which are both GHGs, also affect ozone 
concentrations chemically because both gases are also key sources of reactive species in catalytic cycles (the NOx and HOx cycles, 
respectively) that destroy ozone. The NOx cycle dominates in the middle stratosphere (approximately 25-35 km) while the HOx cycle is 
mostly contributing in the lower stratosphere. Fourth, increases in GHG concentrations are expected to strengthen the Brewer–Dobson 
circulation, which describes the redistribution of ozone from tropical to extratropical regions [51]. Fifth, global warming induced by 
increases in GHGs increases the flux of “very short-lived substances” (VSLS) into the stratosphere as further explained in the following.

VSLS are ozone-depleting halogen-containing substances with a lifetime of less than six months that are mostly produced by natural 
processes, for example, by macroalgae (seaweed) and phytoplankton. About 25% of bromine entering the stratosphere in 2016 was 
from VSLS [13], with the majority originating from oceanic sources. While stratospheric bromine is a relatively minor constituent by 
volume, it is an important contributor to ozone depletion. Per atom, bromine is about 60–75 times (depending on the concentration of 
GHGs) more effective in destroying ozone than is chlorine [52]. A recent modelling study [53] examined the effect of climate change 
on changes in bromine from oceanic sources. The study assumed the Representative Concentration Pathway18 RCP 6.0 GHG scenario 
and concluded that the flux of brominated VSLS compounds from the ocean to the atmosphere will increase by about 10% over the 
21st century for all latitudes with the exception of the Arctic. The increase will be even greater over the Arctic because of the projected 
decrease in sea ice, which is currently hindering the escape of brominated compounds from the ocean. By the end of the 21st century, 
almost the entire polar ocean will likely be exposed in August and September and sea ice will no longer curtail ocean–atmosphere fluxes 
of brominated compounds. This study is one example of an indirect effect of climate change on the concentration of substances that 
promote stratospheric ozone depletion.

3.5  Estimates of total column ozone during the 21st century
Projections of TCO into the future are available from chemistry-climate models (CCMs), which were run for different future emissions 
scenarios as part of a coordinated, multi-model activity where all models follow the same protocols to perform a comparable set of 
simulations [11,54]. Uncertainties associated with these projections arise mainly from the assumed future trajectories of emissions of 
GHGs and pollutants. The models were run in the framework of CMIP619 simulations and follow a new set of future emissions scenarios, 

18 Representative Concentration Pathways are greenhouse gas concentration (not emission) trajectories adopted by the Intergovernmental Panel on Climate Change (IPCC) for 
its fifth Assessment Report. The pathways are used for climate modelling and research. They describe four climate futures, which differ in the amount of greenhouse gases 
that are emitted in years to come. The four RCPs, RCP 2.6, RCP 4.5, RCP 6, and RCP 8.5, are named after a possible range of radiative forcing values in the year 2100 relative 
to pre-industrial values (+2.6, +4.5, +6.0, and +8.5 W m−2, respectively).

19 Coupled Model Intercomparison Project Phase 6.
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the Shared Socioeconomic Pathways (SSP20) [55], which assume compliance with the Montreal Protocol and its Amendments. The 
ozone projections for the different SSPs are therefore based on the same evolution of controlled ODSs and depend only on the 
evolution of GHGs and other pollutants.

The new simulations for the evolution of TCO towards the year 2100 support conclusions similar to those presented in a previous 
assessment of the SAP [13]. Figure 3 depicts the evolution of the annual-mean TCO averaged over different latitude bands for the 
period 1950–2100. The projections are based on a set of CMIP6 CCMs, which were run for the historical period 1950–2015 as well 
as for different scenarios for the future period 2015–2100. Year-to-year variability in these simulations is the result of internal variability 
(sometimes called “weather noise” [13]). 

In summary, for scenarios with stabilising or slightly decreasing concentrations of GHGs (SSP2-4.5, SSP4-3.4, and SSP4-6.0), the near-
global mean (60° S–60° N) TCO is projected to return to historic levels (year 1980) by the middle of the 21st century (around year 2040) 
and remain at those levels until 2100. For scenarios with continued GHG increases (SSP3-7.0 and SSP5-8.5), the TCO is projected to 
return to 1980 levels sooner and significantly exceed historic levels throughout the latter half of the 21st century. This overshoot, which 
has also been termed “super-recovery”, results from the fact that increases in GHGs cool the upper stratosphere. This cooling reduces 
the rates of gas-phase chemical reactions that destroy ozone, and as a result, ozone concentrations increase. In contrast, and despite the 
assumption that halogenated ODSs will continue to decline throughout this century, TCO is not projected to return to historic levels by 
2100 for scenarios with small GHG emissions (SSP1-1.9 and SSP1-2.6) and is projected to decrease in the tropics [11]. The consequences 
of these changes in TCO on UV radiation at the Earth’s surface, and its dependence on the GHG scenario, are discussed in Sect. 8.
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Fig. 3 Regional average CMIP6 multi-model annual mean TCO for the historical period (1950–2015) (black line), and the future 
(2015–2100) based on seven SSP scenarios (coloured lines). The six panels show results for different latitudinal bands, indicated 
in the top left of each panel. The number of models participating in each simulation is shown in parentheses in the legend. The 
light grey envelope indicates the model spread for the historical simulations (calculated as the standard error). Total ozone 
columns for the 1960 and 1980 annual means are given by the solid and dashed horizontal grey lines respectively. Note that the 
scales of the ordinates are different in the six panels. Reprinted from Keeble et al. [54].

20 Shared socio-economic pathway (SSP) scenarios describe a range of plausible trends in the evolution of society over the 21st century and were adopted by the 
Intergovernmental Panel on Climate Change (IPCC) for its sixth Assessment Report. The pathways are used for climate modelling and research, as different socio-economic 
developments and political environments will lead to different GHG emissions and concentrations. They describe five climate futures (SSP1–SSP5) that are combined with 
assumed amounts of greenhouse gases that are emitted in years to come. The CMIP6 simulations are based on seven SSPs (SSP1-1.9, SSP1-2.6, SSP2-4.5, SSP3-7.0, SSP4-
3.4, SSP4-6.0, and SSP5-8.5), which are named after a possible range of radiative forcing (see footnote 14) values in the year 2100 relative to pre-industrial values (1.9, 
2.6, 4.5, 7.0, 3.4, 6.0, and 8.5 W m−2, respectively), and have some equivalence to the “Representative Concentration Pathways” or RCPs used in IPCC’s fifth Assessment 
Report.
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4 Benefits of the Montreal Protocol

Benefits of the Montreal Protocol can be both direct (curbing stratospheric ozone depletion and limiting increases of UV radiation) and 
indirect (effects on climate). This section provides new information on both benefits.

4.1  Direct effects of the Montreal Protocol on stratospheric ozone depletion and UV radiation
The phase-out of ODSs mandated by the Montreal Protocol has already limited increases in UV radiation at the Earth’s surface. To 
demonstrate this beneficial effect, McKenzie et al. [56] compared seasonal means of the daily maximum UVI measured at the Earth’s 
surface with UVI data derived from results of two CCMs that assumed either the “World Avoided” scenario, where emissions of ODSs 
would have continued without regulation, or the “World Expected” scenario, where ODSs are curbed in compliance with the Montreal 
Protocol and its Amendments. The ground-based measurements were made at 17 mostly clean-air sites (latitude range 73° N–90° S) by 
state-of-the-art spectroradiometers. Trends in the UVI over 1996–2018 derived from measurements at sites with sufficiently long data 
records were found to be either small (< ±10% per decade at Antarctic sites) or not significantly different from zero. These estimates 
matched calculations following the World Expected scenario within the limits of the measurement uncertainty. In contrast, without 
the Montreal Protocol, the UVI at northern and southern latitudes of less than 50° would have increased by 10–20% between the early 
1990s and 2018. For southern latitudes exceeding 50°, UVI values would have surged by between 25% (year-round at the southern tip 
of South America) and more than 100% (South Pole in spring and summer).

Figure 4 shows an update of the work by McKenzie et al. [56] including also UVI measurements from 2019 and 2020, and focusing on 
sites with at least 15 years of observations between 1996 and 2020. With the exception of Thessaloniki (41° N), changes in the UVI over 
this time period have been smaller than ±11% at all sites for both summer (Fig. 4a) and spring (Fig. 4b), and smaller than the “World 
Avoided” scenarios projected by the two CCMs (GEOSCCM21 [57] and NIWA-UKCA22 [58]), confirming that the Montreal Protocol has 
prevented large increases in UV radiation, in particular at southern latitudes higher than 60°. For example, without the Montreal Protocol 
(blue lines in Fig. 4), the UVI at the South Pole would by now have more than doubled in spring, while the ground-based measurements 
indicate a decrease of 10±34% (±2 standard deviations). Projected changes for high latitudes in the Northern Hemisphere are generally 
smaller because ozone depletion over the Arctic is less severe than that over the Antarctic (Sect. 3.2 and 3.3). The relatively large 
increases in the measured UVI at Thessaloniki (16% for spring and 8% for summer) are mostly caused by reductions in atmospheric 
aerosols at this urban site resulting from air pollution control measures (Sect. 6.1) and are not the result of decreases in ozone. 

21 Goddard Earth Observing System Chemistry-Climate Model.
22 REF-C2 simulation of the NIWA-UKCA model (Implementation of the United Kingdom Chemistry and Aerosols (UKCA) model by New Zealand’s National Institute of Water & 

Atmospheric Research (NIWA)) [58] with exponentially increasing concentrations of ODSs at 3% per year added from 1974 onwards
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Fig. 4 Comparison of relative changes in the UVI between 
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4.2  Indirect effects of the Montreal Protocol on climate
Most ODSs controlled by the Montreal Protocol are also potent GHGs with Global Warming Potentials (GWPs) that are substantially 
larger than those of carbon dioxide (CO2) on a molecule-by-molecule basis. The climate forcing of halocarbons has greatly increased 
during the last century. For example, over the second half of the 20th century, the combined direct radiative effect of all ODSs was the 
second largest contributor to global warming after CO2, with approximately one third of the radiative forcing23 (RF) of CO2 [59]. The 
climate effects of ODSs were already anticipated during the establishment of the Montreal Protocol [60], and their impact on climate 
has been continuously revised since the ratification of the Montreal Protocol [13,61,62]. Work on assessing the contribution of ODSs to 
global warming has continued during the last four years; however, the net effect of ODSs on global temperatures is still highly uncertain 
[Chapters 6 and 7 of 63] because some of the warming that ODSs induce is offset by their effect on stratospheric ozone. Specifically, 
since ozone is also a GHG, depletion of ozone caused by ODSs has a cooling effect, but the magnitude of this effect (hereinafter termed 
“indirect forcing from ozone depletion”) is uncertain. On one hand, two single-model studies have reported a very large cancellation 
of the direct forcing by ODSs by the indirect forcing from ozone depletion of up to 80% [64,65], and two multi-model studies using an 
“emergent constraint approach”24 based on CMIP6 models came to a similar conclusion [66,67]. On the other hand, additional studies, 
which were part of several model intercomparison projects, concluded that the climatic effect from ODS-induced ozone depletion is 
either small or negligible [68-72]. According to Chiodo and Polvani [72], the four studies that have calculated a large effect on climate 
from ozone depletion have weaknesses (e.g., one study was based on a short time period, one study had a large ozone bias, and the 
remaining two studies assumed unrealistically strong ozone depletion), while the other studies that indicate a small indirect forcing 
from ozone depletion are more reliable because they are consistent with multi-model means of the CMIP5 and CMIP6 models, as 
summarised by Checa-Garcia et al. [68]. However at this time, results from the two groups of studies cannot be reconciled. Because of 
these discrepancies, the latest (6th) report of the Intergovernmental Panel on Climate Change (IPCC) [specifically, Chapter 7 of 63] does 
not attempt to quantify the indirect forcing from ozone depletion, in contrast to previous IPCC reports [e.g., 73].

In the following, we summarise results of recent studies that evaluate the amount of global warming that has been avoided due to the 
Montreal Protocol’s control of ODSs. All studies implicitly calculate the indirect forcing from ozone depletion and take this forcing 
into account when computing the net effect of the Montreal Protocol on surface temperatures. However, because of the uncertainty 
in calculating this feedback, the resulting effect on temperature is also uncertain. Still, taken together, these new studies further 
demonstrate the effectiveness of the Montreal Protocol in limiting temperature rise at the Earth’s surface.

Goyal et al. [74] used a coupled atmosphere-ocean-land-sea-ice model to re-evaluate the Montreal Protocol’s effect on global warming 
from the control of ODSs. The study considered ODSs that have contributed substantially to stratospheric chlorine concentrations, 
namely the chlorofluorocarbons (CFCs) CFC-11 and CFC-12, as well as the CFC substitutes HCFC-22, HFC-125 and HFC-134a. Increases 
in GHG concentrations (including the concentrations of these ODSs) were described in this model by RCP 8.5, which leads to the 
strongest warming at the surface of the Earth. The study determined that, as of 2019, the Montreal Protocol has avoided warming 
between 0.5 to 1.0 °C over mid-latitude regions of Africa, North America, and Eurasia and as much as 1.1 °C warming in the Arctic. 
In addition to quantifying the benefits from the Montreal Protocol that have already been realised, Goyal et al. [74] also assessed the 
Montreal Protocol’s effect on the future climate for the RCP 8.5 scenario. Projected temperature increases that are likely to be averted by 
2050 are in the order of 1.5 °C to 2 °C over most extrapolar land areas, and between 3 °C and 4 °C over the Arctic. Averaged over the 
globe (including the oceans), about 1 °C warming would be avoided by 2050, which corresponds to about 25% mitigation of global 
warming expected from all GHGs. 

A separate study [59] found that, over the period 1955–2005, ODSs were responsible for about one third of warming globally and 
about half of the warming in the Arctic. Since changes in Arctic temperatures have a direct effect on sea ice loss, Polvani et al. [59] 
concluded that ODSs contributed half of the forced Arctic sea ice loss in the latter half of the 20th century. These results were recently 
confirmed [75], showing that Arctic warming and sea-ice loss from ODSs are slightly more than half (52-59%) of those from CO2.

More recently, Chiodo and Polvani [72] calculated that stratospheric ozone depletion from ODSs only cancels about 25% of the RF from 
ODSs, in agreement with recent studies [e.g., 68]. The net RF of ODS is 0.24 W/m2 accordingly, which amounts to nearly one third of 
the RF of CO2 over the period 1955–2005, emphasising the large RF effect of ODSs on tropospheric temperatures. 

In summary, recent model calculations demonstrate a large effect of the Montreal Protocol in limiting global warming, but these results 
are subject to large uncertainties because the cooling effect resulting from ODS-induced ozone depletion is quantitatively not well 
reproduced by CCMs. The influence of ODSs on climate is an area of active research and it is expected that refinements to chemistry-
climate models will further reduce uncertainties in estimating the effect of the Montreal Protocol on surface temperature.

In one of the latest Amendments of the Montreal Protocol (the 2016 Kigali Amendment [76]), the phase-down of hydrofluorocarbons 
(HFCs)—replacement chemicals of ODSs that do not harm the ozone layer but have a large GWP—is regulated. 

Without this amendment, the continued increase in atmospheric HFC concentrations would have contributed 0.28–0.44 °C to global 
surface warming by 2100. In contrast, the controls established by the Kigali Amendment are expected to limit surface warming from 
HFCs to about 0.04 °C in 2100 [77].

23 Radiative forcing quantifies the change in Earth’s energy balance (in W m-2) between incoming short-wave solar radiation and outgoing long-wave (thermal) IR radiation, 
either at the tropopause or at the top of atmosphere. If radiative forcing is positive at the tropopause, the temperature of the troposphere will increase.

24 Emergent constraints are physically explainable empirical relationships between characteristics of the current climate and long-term climate prediction that emerge in large 
ensembles of climate model simulations.
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An unexpected slowdown in the decline of the atmospheric concentration of CFC-11 was observed after 2012 [78] and was partially 
caused by new emissions from eastern China (primarily the northeastern provinces of Shandong and Hebei). These emissions were 
likely due to new production and use [79]. They were initially of concern as they would delay recovery of ozone [80] and make a small 
but significant contribution to global warming [81]. The emissions appear to have been eliminated [82-84] and likely did not have a 
significant effect on dates of recovery of the ozone hole [85-88]. However, if similar emissions were to reoccur and last longer, effects on 
climate could be significant. 

If the production of ODSs had not been controlled by the Montreal Protocol, biologically active UV-B radiation causing plant damage 
[89] could have increased by about a factor of five over the 21st century25 [90]. The ensuing harmful effects on plant growth were 
estimated to result in 325–690 billion tonnes less carbon held in plants by the end of this century. This reduction in carbon sequestration 
would have resulted in an additional 115–235 parts per million of CO2 in the atmosphere, causing an additional rise of global-mean 
surface temperature of 0.5–1.0 °C. However, these estimates have large uncertainties and should be viewed with caution because 
the “generalised plant damage action spectrum” [89] used in the calculations does not account for the variety of plant responses 
across species and ecosystems. Furthermore, experiments (summarised by Ballaré et al. [91]) have not yet established whether the 
assumed sensitivity of plants to increases in UV-B radiation (i.e., a 3% reduction in biomass for every 10% increase in UV-B radiation for 
the “reference” scenario considered by Young et al. [90]) can be extrapolated to the very large increases in UV-B radiation simulated 
in this study. For example, Young et al. [90] did not consider that plants have protective mechanisms against damaging amounts of UV 
radiation, e.g., by synthesising UV-absorbing compounds [e.g., 29,92-95]. Such adaptation would mitigate the net CO2 flux into the 
atmosphere. Conversely, enhanced photodegradation of organic matter under elevated UV radiation would release additional CO2 into 
the atmosphere [96]. For more details, see Box 1, Chapter 4 [3].

In conclusion, the studies assessed above provide further evidence that the Montreal Protocol is not only vital for the recovery of 
the ozone layer, but also for the reduction of global warming. The Montreal Protocol is therefore considered to be one of the most 
successful international treaties to date mitigating anthropogenic climate change.

25 “World Avoided” scenarios such as the scenario discussed here are inevitably only estimates based on the state of current knowledge. They cannot consider possible 
changes in human behaviour and policies that may come about when large changes in UV irradiance and their consequences would have become more obvious in the 
future. Nevertheless, these projections allow us to put the crucial benefits that the Montreal Protocol has brought to date into perspective.

5 Effects of recent changes in stratospheric ozone on climate and 
weather

An in-depth assessment of the two-way interactions between changes in stratospheric ozone and climate is part of the SAP’s latest 
report [11]. Here we focus on a subset of this assessment and emerging topics. We also highlight the effects of Antarctic and Arctic 
ozone depletion on the climates of the Southern and Northern Hemisphere, respectively, and assess how these changes impact 
temperature and precipitation at the Earth’s surface as well as the extent of Antarctic sea ice and snow coverage.

5.1  Effects of Antarctic ozone depletion on Southern Hemisphere climate
By enhancing cooling of the stratosphere, Antarctic ozone depletion has caused a poleward shift of climate zones and has been the 
primary driver of climate change in the Southern Hemisphere during summer in recent decades [97 and Sect. 5.1.1]. An influence of 
stratospheric ozone changes on sea surface temperature (SST) of the Southern Ocean may also be expected. However, current climate 
models have generally not been able to reliably reproduce observed changes in SST at high southern latitudes [98]. Recent modelling 
has provided evidence that changes in atmospheric ozone during the latter half of the 20th century may be responsible for about one 
third of the observed warming in the upper 2,000 m of the Southern Ocean (30°–60° S) [99]. About 60% of this contribution can be 
attributed to increases in tropospheric ozone—partly caused by increasing downward transport of ozone from the stratosphere to 
the troposphere and partly by enhanced production of ozone in the troposphere [100]—and the other 40% to stratospheric ozone 
depletion [99].

Antarctic sea ice cover increased between 1978 and 2015 [101,102] and has subsequently shown a general decline with large year-to-
year variability [103], which is still not completely understood (Sect. 5.1.3). Atmosphere-ocean interactions are intimately linked to the 
formation and dissipation of sea ice. However, the influence of ozone depletion on Antarctic sea ice is largely masked by other climate 
processes.
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5.1.1  Shifting of climate zones
The effect of stratospheric ozone depletion on the summertime large-scale atmospheric circulation in the Southern Hemisphere has 
recently been confirmed and substantiated [97]. The primary effect has been the poleward shift of the tropospheric westerly winds over 
the Southern Ocean during the latter part of the 20th century. The location of these tropospheric winds is quantified with the Southern 
Annular Mode (SAM26) index. The poleward shift of these winds has led to a more positive state of the SAM during summer [104-106]. 
This shift has affected regional temperature patterns [104] as well as precipitation in parts of Australia and South America [107], and 
Antarctica [105]. Specifically, stratospheric ozone depletion led to a tendency for more precipitation in parts of Australia, and less 
rain in South America. As an example, Yook et al. [28] provide evidence that the large Antarctic ozone holes of 2020 and 2021 (Sect. 
3.2)—which were likely influenced by the Australian wildfires of early 2020 and the eruption of La Soufrière in April 2021, respectively—
contributed to anomalously strong westerly winds over much of the Southern Ocean, anomalously cool conditions over the Antarctic 
plateau, anomalously warm conditions over the Antarctic peninsula, and anomalously cool conditions over much of Australia with 
flooding rains across the south-east of the continent. These anomalies are consistent with those observed in other years with large 
Antarctic ozone holes [105].

As a direct result of the Montreal Protocol, recovery of stratospheric ozone observed since the end of the 20th century reversed 
cooling trends of the Southern Hemisphere’s lower stratosphere [21,108]. However, warming trends observed post-2001 are about 
50–75% smaller in magnitude than the cooling trends during the era of progressing ozone depletion. These changes in stratospheric 
temperature have also halted or partially reversed the poleward shift of climate zones [97].

Projections of the future climate for the Antarctic region under the 6th phase of the Coupled Model Intercomparison Project (CMIP6) 
[109] suggest that ozone recovery over the first half of the 21st century will tend to shift the westerly jet27 equatorward during summer. 
This would lead to a reversal of the changes in air and sea temperature at the surface—as well as in precipitation and in the zonal 
wind speed over Antarctica and the Southern Ocean— that were observed during the period of progressively worsening ozone 
depletion in the late 20th century. However, this shift in the westerly jet is countered by the effects of both tropospheric warming and 
stratospheric cooling associated with increases in GHGs. The magnitude of this effect will depend on the GHG scenario defined by 
SSPs. Low-emissions scenarios (SSP1-2.6 and SSP2-4.5) tend to result in little overall change in the jet’s position, while high emissions 
scenarios (e.g., SSP5-8.5) tend to cause an overall poleward forcing, particularly outside of the summer season. In the second half of 
the 21st century, GHG effects dominate under all emissions scenarios, with the westerly jet strengthened and placed further poleward 
than before the ozone hole era. However, projections of how this shift will affect weather patterns at southern mid and high latitudes 
(including South America, South Africa and Australia) are subject to the strong dependence on GHG scenario and climate feedbacks 
(e.g., changes in sea ice and ocean temperatures), which may develop over the next 50 years, plus the limited ability of models to take 
all these processes into account on a regional scale.

5.1.2  Causes and consequences of the 2019/2020 “Black Summer” fires
A topic that has emerged since our previous assessment [9] is the role played by Antarctic ozone variability in recent extreme weather 
and climatic conditions, and the follow-on effects of these extremes for stratospheric ozone concentrations. 

From mid-2019 to early-2020, a series of devastating wildfires occurred in Australia, particularly along parts of the eastern coast, 
affecting over 10 million hectares. The overall severity of these 2019/2020 “Black Summer” fires was exacerbated by exceptionally hot 
and dry weather conditions combined with rainfall deficits over several years. As shown by Lim et al. [110], anomalously hot and dry 
conditions in subtropical eastern Australia from austral spring to early summer are favoured in years when the Antarctic stratospheric 
winter vortex is weak. Weak vortex conditions are promoted when planetary-scale (Rossby) waves disturb and warm the Antarctic 
atmosphere and reduce the overall amount of stratospheric ozone depletion in spring. The strong warming of the Antarctic stratosphere 
that occurred in September 2019 is a specific case of a weak vortex that has been linked with the 2019/2020 Black Summer fires 
[25,111-117]. Specifically, downward coupling from the Antarctic stratosphere promoted a strong negative phase of the tropospheric 
SAM at mid-latitudes in summer, which reduced precipitation over Australia and further exacerbated fire conditions [115]. 

While the fires were mainly promoted by the weak polar vortex, the reduced ozone depletion resulting from the weak vortex may have 
been an exacerbating factor. This connection was studied by Jucker and Goyal [117] who found that surface conditions were influenced 
by anomalously high concentrations of ozone in the lower stratosphere that accompanied the stratospheric warming event and delayed 
the stratosphere-to-troposphere coupling. This suggests that ozone recovery could further promote a seasonal delay in stratosphere-to-
troposphere coupling under weak vortex conditions. On the other hand, stratospheric warming events, such as that observed in 2019, 
appear to be less likely in a future climate [118] as increasing concentrations of GHGs will cool the stratosphere. 

One consequence of the Black Summer fires was that superheated air from the these fires produced large-scale pyrocumulonimbus 
clouds, which forced injection of an unprecedented amount of smoke and tropospheric air into the lower stratosphere [119-125]. From 
there, this air rose to heights of up to 35 km where it had persistent effects across a wide latitude band for several months [123,126]. 

26 The SAM is the leading mode of Southern Hemisphere extratropical climate variability describing a seesaw of atmospheric mass between the mid- and high-latitudes, with 
corresponding impacts on the strength of the circumpolar westerly winds. A positive SAM index corresponds to a poleward shift of the maximum wind speed, which results 
in weaker-than-normal westerly winds in the southern mid-latitudes.

27 The term “westerly jet” refers in the context to the maximum of westerly winds (i.e., winds blowing from west to east) close to the surface, not the jet stream in the upper 
troposphere. The jet’s latitude is defined as the latitude with the largest wind speed.
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Ozone-poor tropospheric air in the rising plume reduced TCO by up to 100 DU locally [119,123,127], with impacts on UV radiation at the 
Earth’s surface. The rising air also increased mixing ratios of water vapour in the lower stratosphere at southern mid-latitudes [123,127] 
where it may have depleted ozone through enhanced heterogeneous reactions [128], although the magnitude of this effect is unclear 
[129]. The plume also contained significant quantities of black carbon aerosol and reactive gases, which affect stratospheric chemistry 
[31,130-132]. Quantifying the overall effect of the Black Summer fires on stratospheric ozone is still the subject of ongoing research. 

Additional information on the fire’s impact on stratospheric chemistry is provided in SAP’s latest assessment [11].

5.1.3  Effects on sea ice extent and snow coverage
The effects of ozone depletion on temperature and air circulation over Antarctica may also change snow and ice cover on the Antarctic 
continent and the extent of sea ice. For example, interactive climate models [97,133], which are state-of-the-art in representing the 
complex interplay between effects of transport and dynamics [134], have demonstrated that ozone depletion has influenced near-
surface winds over the Southern Ocean during summer and could thus potentially affect sea ice extent. However, as discussed below, 
these linkages are still not well understood. Changes in ice or snow coverage are important because they modify the reflectivity of the 
surface, which in turn changes downwelling UV radiation (Sect. 6.2).

The sea ice zone surrounding Antarctica shows strong seasonal variability [101,102,135]. There has been marked interannual variability 
during the last four decades, particularly in the last years, with regionally opposing patterns of change [Chapter 2 of 63]. Antarctic sea 
ice expanded between 1979 (the start of satellite measurements) and 2015, although only in the transitional seasons. Trends in both 
summer and winter were not significant. After this period of increase, the extent of Antarctic sea ice declined dramatically during the 
austral springs of 2016 and 2017 [101], reaching a record low on 1 March 2017, which was 27% below the mean of annual minima 
calculated for 1978–2016. However, a partial recovery was observed between 2017 and 2021 (https://climate.nasa.gov/ask-nasa-
climate/2861/arctic-and-antarctic-sea-ice-how-are-they-different/). Several studies examined the reasons for this recovery [136-138]; 
however, none of these studies found robust evidence that trends or variations in stratospheric ozone contributed to this phenomenon. 

As discussed in Sect. 5.1, the effect of stratospheric ozone depletion on temperatures at the surface of the Southern Hemisphere is 
primarily mediated by changes in the SAM during summer. Observational studies have shown that the seasonal response to trends in 
the SAM has resulted in the cooling of the SST around Antarctica in autumn, which should have promoted an overall increase in sea ice 
extent in that season, consistent with observations between 1979 and 2015 [139-141]. Furthermore, ozone depletion has been linked 
to a reduction in downwelling long-wave28 radiation. This reduction would also cool the Southern Ocean [142,143]. In contrast to these 
studies, results from state-of-the-art earth-system models clearly indicate that ozone depletion in the second half of the 20th century 
should have caused a reduction in sea ice extent, mainly by promoting the redistribution of ocean heat content [140,141,143-145]. 
However, only a subset of leading climate models can adequately capture the observed link between the SAM and autumn changes 
in sea ice [133]. In general, current climate models do not provide a consistent representation of the observed long-term trends in sea 
ice. As concluded by Polvani et al. [133], this appears to be the consequence of the relatively small fraction of variance explained by the 
seasonal coupling of the SAM and sea ice, which is surpassed by the larger fractions attributable to natural variations and the models’ 
internal variability. The effect of ozone depletion on changes in sea ice is therefore still not well understood. 

Over much of the Antarctic continent, only relatively small seasonal changes in the short-wave albedo29 of the ice sheet occur and 
are primarily caused by deposition of snow and melting at the surface [146]. Local exceptions occur in the regions of exposed rock, 
which account for approximately 0.4% of the surface area of the continent. Here, varying coverage by ice, snow, and surface water 
can strongly influence albedo [147]. Changes in snowfall over Antarctica have been attributed to changes in atmospheric circulation 
resulting from the depletion of ozone [148], although patterns of relative change are heterogeneous [149].

5.2  Associations between Arctic stratospheric ozone losses and the climate of the Northern   

               Hemisphere
Years with a strong Arctic polar vortex and associated significant stratospheric ozone depletion have been linked to widespread climate 
anomalies across the Northern Hemisphere based on targeted model experiments with CCMs [150]. As an example, the exceptionally 
large ozone depletion that occurred in March–April 2020 (Sect. 3.3) not only led to record-breaking increases in Arctic solar UV 
radiation (Sect. 7.1.2) but also affected weather patterns in the Northern Hemisphere during spring. Specifically, it helped to keep the 
Arctic Oscillation (or AO30) in a record-high positive state through April [36], thus contributing to abnormally high temperatures across 
Asia and Europe [151]. Furthermore, loss of stratospheric ozone modified circulation patterns of winds around the Arctic, thereby 
affecting the stability of the upper troposphere in the Siberian sector of the Arctic. In turn, this led to more high-level clouds that 
enhanced downwelling long-wave (thermal) radiation [152]. The associated anomalous warming of the surface in April 2020 was further 

28 Long-wave radiation is electromagnetic radiation with wavelengths between 3 and 100 µm that is emitted from the Earth and its atmosphere in the form of thermal radiation. 
Long-wave radiation contrasts with short-wave radiation with wavelengths between ~0.3 and ~3 µm originating from the Sun.

29 Albedo is the proportion of the incident radiation that is reflected by a surface. Short-wave albedo refers to the fraction of the total incident solar irradiance in the wavelength 
range of ~0.3–3 µm that is reflected by the Earth’s surface. Albedo may also refer to the reflectivity in a certain wavelength range, such as the UV range.

30 The Arctic Oscillation (AO) or Northern Annular Mode (NAM) is analogous to the Southern Annular Mode (SAM) and characterises the pattern of winds circulating around 
the Arctic. When the AO is in its positive phase, a ring of strong winds circulating the North Pole acts to confine colder air in the polar regions.
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amplified by a reduction in albedo caused by melting of snow and sea ice. Monthly anomalies (relative to the 1981–2010 climatology) in 
air temperature of up to +6 °C were observed over Siberia from January through May 2020 [153]. The temperature in the Siberian town 
of Verhojansk (68° N, 133° E) set a new record of 38 °C on 20 June 2020, which is the highest temperature ever documented near the 
Arctic Circle. Depletion of stratospheric ozone over the Arctic in March may cause reductions in the sea ice concentration and the sea 
ice thickness over the Arctic Ocean north of Siberia from spring to summer [154].

The unprecedented depletion of Arctic ozone in the spring of 2020 contrasts with the boreal winter of 2020/2021, when a major 
sudden stratospheric warming (SSW) occurred on 5 January 2021 [42,43] and limited overall ozone loss (Sect. 3.3). During an SSW 
event, the westerly winds of the wintertime polar stratosphere decelerate and temperatures in the polar stratosphere rapidly increase 
[155]. The 2021 SSW event warmed the lower stratosphere, interrupted the catalytic cycles associated with ozone depletion [47], 
and also affected the polar atmospheric circulation from the upper stratosphere to the surface for six weeks after the event. During 
this period, surface temperatures were anomalously high over Greenland and the Canadian Arctic and anomalously low over Europe, 
northern Asia, and the United States, with a cold air outbreak first occurring over Eurasia in January and then over North America in the 
first two weeks of February [156]. SSWs generally increase the likelihood of such weather anomalies [157]; however, it is still unclear to 
what degree the cold weather events in early 2021 were linked to the SSW on 5 January 2021. There is some evidence that the cold 
outbreak in Siberia on 22–24 January 2021 was associated with the SSW [158]. However, simulations with a climate model did not find 
evidence that this SSW event caused or influenced the record-breaking cold in North America during February 2021.

Precipitation in Central China in April–May has been linked to Arctic stratospheric ozone changes in February–March by combining 
observations, reanalysis data, and a CCM [159]. Specifically, positive Arctic ozone anomalies enhance precipitation in central China and 
negative anomalies reduce precipitation. Another study, using the same CCM, demonstrated a negative relationship between Arctic 
ozone anomalies in March and surface temperature anomalies in central Russia and, a weaker positive relationship in southern Asia 
[160]. Furthermore, variations in precipitation occurring during April in the northwestern United States (mainly the states of Washington 
and Oregon) are strongly linked to changes in Arctic stratospheric ozone during March [161]. Specifically, higher-than-normal Arctic 
ozone concentrations in March lead to less precipitation in April and vice versa. 

Despite these advances in the understanding, assessing linkages between Arctic ozone depletion and weather in the Northern 
Hemisphere remains difficult and is subject to large uncertainties. It is anticipated that future studies will refine the conclusions 
summarised  above.

31 The position of the Sun in the sky is typically either described by the solar elevation, which is counted from the horizon, or the solar zenith angle (SZA), which is counted 
from the zenith (the imaginary point directly above a particular location). The solar elevation can be calculated as 90° – SZA.

6 Factors other than ozone affecting UV radiation

Solar UV-B radiation at the Earth’s surface is mostly controlled by the height of the Sun above the horizon (i.e., the solar elevation31); 
TCO; clouds; aerosols; the reflectivity of the surface, also called albedo; and altitude. Less important factors include: the vertical 
distribution of ozone in the atmosphere (i.e., the ozone profile) for fixed TCO; other trace gases such as sulphur dioxide (SO2) and 
nitrogen dioxide (NO2); seasonal changes in the Earth-Sun distance; changes in solar activity, which influence both stratospheric ozone 
concentrations and the UV-B irradiance at the top of the atmosphere; topography; and volcanic eruptions. Except for determinants 
related to the Sun and volcanic activity, all these factors are influenced by human activities—such as the release of GHGs and air 
pollutants—and are coupled with changes in the climate. For example, higher temperatures will lead to less sea ice in the Arctic, which 
will in turn reduce surface reflectivity and UV radiation at or above the surface. The effects of these factors have been described at length 
in previous assessments [9,162,163]. No studies published in the last four years provide new insights into the effect of clouds on UV 
radiation. We therefore focus in the following sections on new understandings into the roles of aerosols, albedo, solar activity, volcanic 
eruptions, and climate interactions on UV radiation.

6.1  Aerosols
Natural and anthropogenic aerosols (solid and liquid particles suspended in the atmosphere) play a major role in controlling the intensity 
of UV radiation at the Earth’s surface. Although effects of aerosols have been discussed in numerous studies, the magnitude of these 
effects is still uncertain. The attenuation of surface UV radiation by aerosols depends on their amount, as measured by aerosol optical 
depth (AOD), and on their efficiency of absorption, as discussed at length in our last assessments [9,162]. To quantify these effects 
further, Campanelli et al. [164] analysed optical properties of aerosols and spectral irradiance in Rome, Italy, and correlated the variability 
of the UVI (adjusted for variations in TCO) with the AOD at 340 nm for two groups of either strongly or weakly absorbing aerosols. 
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Absorption for the two classes was quantified with the single scattering albedo32  (SSA). For strongly absorbing aerosols (SSA < 0.9), an 
increase of the AOD by one unit resulted in a decrease of the UVI by 2.7 units (about 30%) for a solar zenith angle (SZA) of 30° and by 
1.65 units (about 25%) for a SZA of 40°. For less absorbing aerosols (SSA > 0.9), the UVI decreased only by one unit (about 12%) per unit 
of AOD increase for both SZAs. The study illustrates the importance of the absorption properties of aerosols. 

The paucity of measurements of the properties of aerosols (including the SSA) in the UV-B range [9] hampers our ability to accurately 
assess the effects of aerosols on a global scale as well as for urban regions with a diverse mix of aerosol types [5]. Global networks, 
such as the Aerosol Robotic Network (AERONET), which measure AOD and other aerosol properties, do not perform observations at 
UV-B wavelengths. While the technology for measuring AOD and SSA in the UV-B range exists and has been tested at a few sites [165-
169], there are at present no reliable data to assess aerosol properties in this critical wavelength range on a global scale. However, the 
European Brewer Network (EUBREWNET) [170] has recently started to provide AOD in the wavelength range from 306 to 320 nm [167] 
and a preliminary analysis confirms the good quality of the data. It is anticipated that this network will expand globally.

In areas with elevated levels of air pollution and small variability in TCO, the attenuation of solar UV radiation under cloudless skies is 
mainly controlled by aerosols. In such areas, abatement of air pollution can lead to increases in the intensity of UV radiation towards 
levels that would normally occur in unpolluted areas at similar latitudes and altitudes. An example of this is the observed increase of 
~25% in UVI over Mexico City between 2000 and 2019, which was attributed to reductions in pollutants; in order of importance, 
aerosols, tropospheric ozone, NO2, and SO2 [171]. Because of high historical levels of air pollution in Mexico City, the UVI under cloud-
free conditions was lower by ~40% in 2000 and ~25% in 2019 relative to values expected for an unpolluted clear atmosphere. Monthly 
averages of the daily maximum UVI from the 11 stations distributed across the Mexico City Metropolitan Area considered in this study 
show a clear upward trend of 0.9% per year between 2000 and 2019, and an overall increase in monthly maximum UVI of 1.5 over the 
two decades (Fig. 5). Since 2016, the rate of increase is greater, possibly reflecting more aggressive measures in reducing air pollutants. 
Human health benefits resulting from the decrease in air pollution [5,172] outweigh risks—such as the potential increase in skin cancer 
incidence—stemming from the gradual return of UV radiation intensities to more natural levels prevailing at unpolluted areas33. 

The effects of air quality measures implemented in Mexico City may help to project changes in UV radiation for regions that are currently 
still affected by heavy smog, such as South and East Asia [9,173]. Finally, the study for Mexico City also confirmed earlier findings [e.g., 
174] that the UVI at the surface of heavily polluted areas cannot be reliably estimated from satellite observations, emphasising the 
importance of ground-based measurements. A similar finding was reported by Roshan et al. [175] for the city of Doha, Qatar, when 
extreme dust storms resulted in a measured UVI of 6–7 compared to a UVI of 10–11 estimated by the OMI satellite on the same days.

32 The AOD is the sum of the aerosol scattering optical depth τsca and the absorption optical depth τabs, which quantifies the attenuation of the direct solar beam due to 
scattering and absorption of photons: τ = τsca + τabs. Instead of specifying τ and τabs, the single scattering albedo (SSA) is often reported instead: SSA = τsca / (τsca + τabs) = τsca 
/ τ, resulting in τabs = (1 − SSA) × τ. A decrease in SSA, therefore, corresponds to an increase in absorption of radiation.

33 The global number of deaths from air pollution (particulate matter and gases such as tropospheric ozone and nitrous oxides) has been estimated at 4.2 million per year [5]. 
In comparison, the number of deaths from skin cancer was about 120,000 in 2020 (https://gco.iarc.fr/today/fact-sheets-cancers, accessed 13 November 2022).

34 Biomass burning is the burning of living and dead vegetation. It generally includes the human-initiated burning of vegetation for land clearing and land-use change as well 
as natural, lightning-induced fires.

Fig. 5 Monthly average noontime UVI in the Mexico City 
Metropolitan Area (black line) ± 1 standard deviation (blue 
shading), and linear fit (red line) to average data. Reprinted 
from Ipiña et al. [171] with permission from the American 
Chemical Society, Copyright © 2021.

The effect of increased aerosols and tropospheric ozone on surface UV radiation during the biomass burning34 season in Pretoria, 
South Africa, was investigated by du Preez et al. [176]. The simulations included different scenarios with and without increased levels 
of aerosols and tropospheric ozone from biomass burning. For cloudless days during the height of the biomass burning period in 
September, aerosols and tropospheric ozone reduced the noontime UVI by 13% and 1%, respectively, demonstrating that changes in 
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the UVI were dominated by the effects from aerosols.

Smog from the Black Summer wildfires in Australia (Sect. 5.1.2) led to extreme air pollution and low visibility. However, even during 
days with a visibility of less than 5 km, the intensity of UV radiation may have still been harmful to human health. For example, on 10 
December 2019, the visibility near Sydney, Australia, dropped to about 1 km around noon. Despite this low visibility, the cumulative 
erythemal UV dose measured at this location over a one-hour period at noon was still more than 4 SED35 or about 46% of the one-
hour dose measured on the cloud and haze-free day of 27 November 2019. During the eight hours between early morning and late 
afternoon the dose on 10 December 2019 was 17 SED. The corresponding dose of 27 November was 48 SED [180]. These UV doses far 
exceed the maximum daily UV dose recommended by ICNIRP for outdoor workers [181]. While most people stayed indoors during the 
fires because the air pollution was so extreme, emergency workers, who had to be outside despite adverse conditions, may have been 
exposed to UV radiation levels harmful to human health, potentially without being aware of it and without applying appropriate sun 
protection measures.

Despite increases of aerosols in specific regions (e.g., from bushfires, burning of biomass or dust storms), over most populated areas 
of the globe, there is a general decrease in aerosols. Trends of aerosol optical and chemical properties on global and regional scales 
have been reported from observations with several ground-based networks [182]. Most of the properties related to loading of aerosols 
exhibit negative trends in the period 2000–2014 in regions covered by observations, both at the surface and in the total atmospheric 
column. Significant decreases in AOD were found in areas with intense anthropogenic activity (Europe, North America, South America, 
North Africa and Asia), ranging from −1.2% per year to −3.1% per year. These data were used to validate various aerosol models (six 
AeroCom36 phase III models, four CMIP6 models and the CAMS37 reanalysis dataset) showing good agreement in the AOD trends. 
When these models were used to estimate the global AOD trend by filling the gaps in regions not covered by observations, a global 
increase in AOD of about 0.2% per year between 2000 and 2014 was found, primarily caused by an increase in the loads of organic 
aerosols, sulphate, and black carbon. These findings highlight differences between regional and global effects of aerosols on UV 
radiation, which must be considered, especially when projecting into the future.

In a modelling study [183] exploring China’s future anthropogenic emission pathways, it was projected that emissions of major air 
pollutants (i.e., SO2, NOx, PM2.5 aerosols, and non-methane volatile organic compounds) in China will be lower by 34–66% in 2030 
and by 58–87% in 2050 compared to 2015. These estimates were derived by considering a combination of strong low-carbon and air 
pollution control policies. A second study [184] investigated the evolution of different types of aerosols over the Euro-Mediterranean 
region between 1971–2000 and 2021–2050 according to three different scenarios representing a wide range of possible future 
pathways. The study showed a decrease in AOD of between 30% and 40% over Europe, mainly from decreasing emissions of sulphur 
dioxide. However, these reductions are partly (~30%) compensated by increases in the optical depth from nitrate and ammonium 
particles.

Attenuation of UV radiation by aerosols can sometimes also mask the effect of “ozone mini-holes” (defined as a synoptic-scale38 region 
with strongly decreased TCO resulting from dynamical processes [185]) that would otherwise lead to increases in UV radiation. One 
example is an event that occurred in Athens, Greece, during 8 days in May 2020 [186]. On 15 May 2020, TCO was 43 DU (or more than 
2 standard deviations) below the climatological mean, which would have normally led to an increase in the UVI by ~29%. However, the 
AOD on this day was 0.31 (47%) higher than the climatological mean due to the intrusion of Saharan dust, and measured UVIs agreed to 
within ~2% with the climatological mean. Hence the opposing effects of low TCO and high AOD nearly cancelled each other. This study 
highlights the important role of aerosols in modifying the effects of changes in TCO on surface UV-B radiation. There is some evidence 
that the weather pattern that led to the transport of dust from Africa towards Athens was also responsible for the occurrence of the 
ozone mini-hole and the low TCO over Athens that ensued.

6.2  Surface reflectivity
Changes in the reflectivity of the Earth’s surface (both land and ocean) can change the downwelling UV radiation because radiation 
that is reflected upward by the surface may subsequently be scattered downward by air molecules, aerosols, and cloud droplets. 
Topography can modify the reflectivity resulting in complex effects on UV radiation, as for example in narrow valleys with snow covered 
slopes. The largest effect of surface reflectivity occurs in areas with variable snow and ice cover because of the large difference in the 
albedo of bare and snow/ice covered ground. This variability is often linked to climate change. For example, because of the warming of 
the Arctic, the start date of the spring snow melt at Ny-Ålesund (79° N), Svalbard, has advanced by three days per decade over the last 
40 years [187], so now begins about two weeks earlier than in the early 1980s. 

Figure 6 illustrates the effect of surface albedo on UV radiation by comparing UV irradiance in the 337.5–342.5 nm range measured 
at Arrival Heights (78° S), Antarctica, with the extent of land-fast ice—defined as sea ice fixed in place by attachment to land, glaciers, 
grounded icebergs, or ice shelves—covering McMurdo Sound 1 km west of Arrival Heights. In 2000, a mega-iceberg calved from the 

35 The standard erythemal dose (SED) is a measure of cumulative erythemal UV radiation [177]. One SED is equivalent to an erythemally effective radiant exposure of 100 J m-2. 
Two SED may lead to erythema in individuals with freckled pale skin (Skin Type I, defined by the Fitzpatrick scale [178]). Longer exposure times are required for individuals 
with darker skin [179].

36 Aerosol Comparisons between Observations and Models (https://aerocom.met.no/)
37 Copernicus Atmosphere Monitoring Service (https://atmosphere.copernicus.eu/)
38 In meteorology, synoptic scale refers to a high- or low-pressure area with a horizontal length scale of the order of 1000 km or more.
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Ross Ice Shelf, became temporarily trapped, and persisted in the entrance to McMurdo Sound for five years [188]. The tabular iceberg 
interrupted the normal movement of sea ice, resulting in McMurdo Sound remaining covered by ice with high albedo until April in some 
years [189]. As a consequence, UV irradiance was elevated in March between 2001 and 2007 when the ice edge was more than 13 km 
away from McMurdo, while less UV radiation was observed between 2011 and 2015 when McMurdo Sound was free from land-fast 
ice [190]. Since similar data are not available before 2000 and after 2016, sea ice cannot be correlated with UV radiation over a longer 
time period at this location. However, Kim et al. [189] reported that the dates of the retreat of land-fast ice in McMurdo Sound have not 
changed over the last 37 years except for years affected by mega-icebergs.
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Fig. 6  Comparison of monthly mean spectral 
irradiance between 337.5 and 342.5 nm for 
March (left axis) at Arrival Heights, Antarctica, and 
approximate distance of the outer edge of the 
land-fast ice from Arrival Heights (right axis) during 
March. Distance data are based on Fig. 3 of Kim 
et al. [189]. The vertical extension of the blue bars 
indicates the variability of the distance within the 
month of March. A distance of zero km from the 
ice edge means that McMurdo Sound, 1 km west 
of Arrival Heights, was free of ice. In years when 
the ice edge was far from the station and the ocean 
surrounding the station was covered by sea ice, 
the albedo was greatly enhanced and UV radiation 
in these years tended to be higher compared to 
years when McMurdo Sound adjacent to the station 
was free of ice. Adapted from Bernhard and Stierle 
[190].

6.3  Solar activity
Variability in the solar activity can indirectly affect UV radiation at the Earth’s surface through changes induced in atmospheric ozone, 
particularly in the stratosphere. These changes in ozone are caused by two different mechanisms, which are both related to the 11-year 
variability of solar activity. One mechanism is mediated through photochemical processes in the upper atmosphere that are modified 
by changes in solar UV-C (100–280 nm) radiation. The other process is driven by changes in the rate of energetic particle39  precipitation 
(EPP), which mainly affect ozone over the polar regions [191,192].

The increase in emissions of solar UV-C radiation between the minimum and maximum of the solar cycle leads to increases in ozone 
concentrations in the upper stratosphere (altitude of 30–60 km) and decreases in the lower stratosphere (15–30 km), mainly at lower 
latitudes [193]. Using a CCM, Xiao et al. [194] estimated that for a 5% (10%) increase in solar output in the spectral range of 200–370 
nm, the globally averaged ozone increases by up to 4.5% (9.0%) in the upper stratosphere, and decreases by up to 1.5% (3.3%) in the 
lower stratosphere. It was further noticed that the response of ozone to the variability of UV-C radiation during a solar cycle is non-linear, 
confirming earlier results [195]. 

Our previous assessment [9] discussed the effects of reduced solar activity in the future (e.g., from a Grand Solar Minimum40) on UV-B 
radiation received at the Earth’s surface. Based on the work by Arsenovic et al. [196], we concluded that UV-B radiation at the top of 
the atmosphere would decrease slightly due to weaker emission from the Sun; however, the reduced solar activity would also lead to 
decreases of ozone production in the stratosphere, resulting in an overall increase of UV-B radiation at the surface. This conclusion is still 
valid.

Solar activity has recently shown a declining tendency, suggesting that the Sun has entered into a modern Grand Solar Minimum period, 
from about 2020 to 2053, which would lead to a significant reduction of the solar magnetic field and magnetic activity by about 70%, 
similar to the Maunder minimum that occurred in the period 1645–1710 [197]. The influence of such reductions in total solar irradiance 
(TSI41) on surface temperatures was investigated using a climate model run under the RCP 8.5 scenario, which predicted a decrease in 
the global average temperature for the second half of the 21st century of 0.13 °C due to atmospheric effects of the upcoming Grand Solar 
Minimum [198]. 

39 Energetic particles considered here are highly energetic electrons, protons, neutrons, and ions that are accelerated into the atmosphere through various heliophysical 
and geomagnetic processes. They enter the atmosphere mainly in the geomagnetic polar regions (https://lasp.colorado.edu/home/mag/research/energetic-particle-
precipitation).

40 Grand solar minima are defined as periods when several solar cycles exhibit lesser than average activity for decades or centuries.
41 Total Solar Irradiance (TSI) is the solar radiative power per area integrated over all wavelengths that is incident on the Earth’s upper atmosphere.
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Simulations by Arsenovic et al. [196], which were based on the RCP 4.5 GHG scenario, estimated that a stronger solar minimum with 
reduction in TSI of 0.48% would only compensate for about 15% of GHG-induced warming by 2100. 

Hence, the estimated decreases in temperature by 2100 due to reduced solar activity are small compared to the projected increases 
due to GHG emissions. Therefore, the reduction of solar irradiance during a possible Grand Solar Minimum would only partly offset the 
anthropogenic change in climate caused by continuing GHG emissions. 

The upcoming maximum of Solar Cycle 25 is expected to be weaker than the current Cycle 24, which was the weakest in at least the 
past 100 years [199,200]; however, the uncertainty of this prediction is large. Model results [199] estimated a deep extended solar 
activity minimum for 2019–2021, and a weak solar activity maximum in 2024–2025. This modelling study is based on analysis of 
magnetograms that contain information on the evolution of magnetic fields on the solar surface, allowing forecasting of the solar activity 
in the future. The reduced activity in the period of the solar maximum will lead to less photochemical production of stratospheric ozone 
at low latitudes, but also to reduced polar ozone destruction due to fewer energetic particles.

Although none of the studies discussed above addressed effects on surface UV-B radiation, the upcoming weaker solar activity period 
would lead to decreases in stratospheric ozone and consequently to increases in UV-B radiation at the surface, despite the reduced solar 
irradiance entering the Earth’s atmosphere. This effect has not been considered in the projections of UV radiation described in Sect. 8.

6.4 Volcanic eruptions
Throughout the Earth’s history, major volcanic eruptions or impacts of meteors have perturbed the climate, affected the stratosphere, 
and caused regional and global environmental disasters. Global effects are mainly caused by the reflection of incoming solar radiation 
by the aerosol layer that forms in the stratosphere after a large volcanic eruption, but also by the destruction of stratospheric ozone 
involving heterogeneous chemical reactions on the surfaces of volcanic aerosols in the presence of halogens [201-203]. Volcanic 
aerosols are dispersed zonally to other latitudes and can persist for several years, resulting in cooling of the troposphere. Such eruptions 
can either reduce solar UV-B irradiance at the Earth’s surface through scattering of radiation back to space or increase it through reduced 
absorption by the depleted ozone layer. The magnitude of these effects depends on the strength of the eruption and on the amounts 
of aerosols and halogenated compounds involved. Large tropical volcanos in the last ~200 years, e.g., Mt. Pinatubo in 1991 and 
Mt. Tambora in 1815, have caused globally averaged cooling of 0.3 and 0.7 °C at the Earth’s surface, respectively [204]. Conversely, 
stratospheric aerosols from Mt. Pinatubo warmed the lower tropical stratosphere by up to 4 °C in the 2 to 3 years following the eruption 
[205].

Recent studies used chemistry-climate models to investigate the effects of different amounts of SO2 and halogens injected into the 
tropical stratosphere by volcanic eruptions [204,206,207]. Brenna et al. [206] assumed an explosive eruption at 14° N, rich in sulphur, 
chlorine, and bromine compounds, occurring during preindustrial times. The assumed amount of SO2 injected represents the average 
of 28 historical volcanic eruptions in the Central American Volcanic Arc (CAVA; extending parallel to the Pacific coastline from Mexico 
to Panama), comparable in magnitude with the Mt. Pinatubo eruption. However, the amount of bromine and chlorine deposited in 
the stratosphere was assumed to be much larger than the amount estimated for Mt. Pinatubo. (The Mt. Pinatubo eruption was unusual 
because it occurred at a time when the Philippines were also inundated by a typhoon. Water droplets from the storm likely adsorbed 
halogen compounds in the plume and prevented them from reaching the stratosphere [208,209].) The ozone depletion calculated 
by Brenna et al. [206] led to increases in the clear-sky summertime UVI of more than 50% in the NH during the first two years after the 
eruption. Maximum increases in the UVI were modelled to exceed 7 units in the NH tropics and subtropics, and peak at 4 units in the 
NH mid-latitudes. Much of the mid-latitudes would have experienced a UVI above 15, which is similar to present-day peak values in 
the tropics [210]. This simulation was based on the injection of large amounts of halogens, which are thought to be representative for 
volcanic eruptions in the CAVA. Simulated increases in UV radiation are therefore much larger than those observed after the eruption of 
Mt. Pinatubo.

Another modelling study [204] investigated the effect on the atmosphere of the eruption of a super volcano like Toba, which erupted 
74,000 years ago. It has been estimated that Toba injected 100 times more SO2 into the stratosphere than Mt. Pinatubo. According 
to this study42, such an event could lead to the collapse of the ozone layer in the tropics with ~50% reduction in TCO, which would 
increase the daily maximum UVI by more than a factor of two. Even with one fifth of the injected SO2 amount, ozone depletion in the 
tropics would be similar to that currently occurring in Antarctica and would last for nearly a year.

These studies show that massive but rare volcanic eruptions can lead to severe depletion of stratospheric ozone, changes in 
atmospheric circulation and temperature patterns, and large increases in UV-B radiation at the Earth’s surface. 

These increases can by far exceed those associated with ozone depletion from ODSs in the 1980s and 1990s as well as the expected 
rise in UV B radiation to more natural levels over urban regions that may occur when measures to reduce air pollution are implemented 
(Sect. 6.1).

42 The study did not include the chemical impact of halogen compounds, as there is no reliable information on their emissions from Toba. The modelled effect on ozone mainly 
occurs because absorption by SO2 and scattering by the aerosol layer reduces the flux of solar UV C radiation reaching the lower stratosphere. Solar UV-C radiation with 
wavelengths shorter than 242 nm initiates the formation of ozone in the stratosphere because it leads to the photolysis of oxygen molecules (O2). The resulting oxygen 
atoms react with O2 to form ozone (O3). Less UV-C flux below the aerosol layer therefore leads to less ozone production. If ozone loss by halogen compounds had been 
included also, the modelled ozone decline and increase in UV-B radiation at the Earth’s surface would have been even larger.
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6.5 Climate change
In the absence of changes in the TCO, climate-change-induced trends in the properties of clouds, atmospheric aerosols and surface 
albedo have the potential to strongly influence the long-term behaviour of UV radiation at the Earth’s surface.

The optical properties of clouds, aerosols, and surface albedo, and the interactions between these components, are active areas 
of research because of their importance in the radiative balance at the surface. Global warming is expected to influence cloudiness 
because of the atmosphere’s ability to hold more water as temperatures increase [211]. However, patterns of change in cloud cover, 
height, and optical depth are difficult to assess because of the inherent internal variability in regional climate forcing combined with the 
short length of available climate data records. The physical understanding of cloud processes continues to advance. For example, the 
better understanding of the microphysics of supercooled liquid water has reduced the bias in the modelled short-wave cloud radiative 
effect over the Southern Ocean [212]. Climate models also continue to improve in their representation of aerosols, which cool the lower 
troposphere and counter some of the warming resulting from GHGs [63]. Reductions in air pollution have generally occurred in Europe 
and North America as the result of regulations; however, economic growth has caused large regional increases in aerosol emissions 
in Asia and Africa [213]. Interactions between aerosols and clouds remain the largest uncertainty in climate projections. Changing 
patterns of coverage of the surface with snow, ice, and vegetation under global warming are also relevant to surface UV irradiance, with 
observed darkening of the Arctic surface over 2000–2019 attributed to summertime loss of sea ice, while mixed trends in albedo have 
occurred over this period in Antarctica [214] (see also Sect. 6.2). 

The complexity in accurately accounting for all relevant processes, particularly on small scales where observations are influenced by 
local effects (e.g., UV enhancement under broken clouds), limits the ability to attribute trends in UV irradiance to specific climate change 
effects. However, several recent studies have quantified local-scale influences, with examples provided below. 

The occurrence of cloud-free conditions is very important for total UV exposure. Atmospheric blocking systems, which are large-scale 
patterns of stationary atmospheric pressure fields that “block” or redirect migratory cyclones or anti-cyclones, can lead to prolonged 
periods of clear skies at mid and high latitudes. In a blocking event, a high-pressure weather system can persist for days or even weeks 
over some geographical regions, inhibiting cloud formation and causing moisture in the westerly zonal flow to be deflected around 
it. Hence, clouds are often more persistent than usual outside regions with high pressure resulting in lower UV irradiance at the Earth’s 
surface. A recent example where surface UV radiation was exceptionally affected by atmospheric blocking occurred during May–July 
2018 in Norway and Finland [215]. The monthly mean noontime UVI was 20–40% above the long-term mean as a direct result of 
decreased cloud cover. For example at Sodankylä (67° N), the mean temperature in July 2018 was 5.6 °C above the 1981–2010 average 
for the same month and the duration of sunshine in 2018 was 405 hours, exceeding the 1981–2010 average of 245 hours by 65%. This 
particular event was associated with a record heat-wave in central and northern Europe [216]. Recent studies examining trends and 
variability in atmospheric blocking at high latitudes have found mixed patterns of change, with regional shifts in trends in the Antarctic 
Peninsula region over the satellite era [217], and no significant trends over Greenland [218]. For high-emissions SSP scenarios, a clear 
decrease in future blocking over Greenland and the north Pacific was found, but seasonal and regional projections are generally unclear 
[219].

It has been known for decades that changes in tropopause height are inversely linked to changes in TCO [220,221]. If the tropopause is 
shifted up, some lower stratospheric ozone is horizontally transported to surrounding regions with lower tropopause height. The result 
is a decrease of TCO in areas where the tropopause is elevated [221]. Furthermore, mid-latitude regions with elevated tropopause may 
also be influenced by the advection of stratospheric ozone-poor air masses from lower latitudes (ozone mini-holes) [185,222].

In a new study, Fountoulakis et al. [223] quantified the effect of changes in the geopotential height (GPH) at 250 hPa (a quantity similar to 
tropopause height) on TCO and spectral irradiances at 307.5 and 324 nm at three locations across Italy: Aosta (46° N), Rome (2° N), and 
Lampedusa (36° N). Statistically significant anti-correlations were found between GPH and monthly anomalies in TCO for all locations 
and months. Conversely, positive correlations between GPH and monthly anomalies in spectral irradiance at 307.5 nm were detected 
for most months. The study makes a strong case that increases in GPH or tropopause height that are expected from the warming of the 
troposphere due to climate change [224,225] would reduce TCO and subsequently lead to increases in UV-B radiation. 

Additional effects of climate change on TCO and the vertical distribution of ozone in the atmosphere—such as the expected 
strengthening of the Brewer-Dobson circulation, unexpected declines in lower stratospheric ozone in the extratropics [226], and 
the dependence of TCO on GHG scenarios (Sect. 3.5)—are discussed in great detail in SAP’s latest report [11] and are therefore not 
addressed here.
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7 Variability in UV radiation and trends from observations

This section assesses observed variations in UV radiation on various time scales as well as long-term trends in the UVI observed by 
ground-based and space-borne instruments over several decades.

7.1 Variations in UV radiation with time and altitude
Year-to-year and seasonal variability in UV radiation is mainly controlled by variations in the TCO, cloud cover, and aerosols. For 
example, TCO at mid-latitudes is higher in the spring and lower in the autumn. As a result, the UVI near the autumn equinox can exceed 
that at the spring equinox by nearly a factor of two for matching SZAs [227]. The effect from ozone is most pronounced at high latitudes 
of the Southern Hemisphere during spring but variability in stratospheric ozone in the Arctic has also led to larger variability in UV 
radiation at northern high latitudes in recent years during the late winter and early spring season. Both regions are discussed in the 
following sections.

7.1.1 Temporal variations of UV radiation in Antarctica
We reported in our previous assessment [9] that the variability of UV-B radiation in Antarctica observed between 2014 and 2017 was 
very large, with near record-high UVIs observed at the South Pole in spring 2015, and well below average values in spring 2016. 
Variability during the period discussed in this report (2018–2021) was equally large, despite evidence that stratospheric ozone 
concentrations over Antarctica are now recovering (Sect. 3.2). 

Figure 7 shows the daily maximum UVI observed at three Antarctic stations (South Pole (90° S), Arrival Heights (78° S), and Palmer 
(65° S)) for September–December, the months most affected by the ozone hole. Observations in 2018, 2019, 2020, and 2021 were 
compared with the average and range of measurements between ~1990 and 2017. UVIs in October 2018 were well above the long-
term mean and approached historical maxima at the South Pole but remained within the range of typical variability at the other two sites. 
Conversely, unusually low UVIs were observed at the South Pole and Arrival Heights in spring 2019 due to a record high TCO during this 
period. Between October and mid-November 2019, the UVI at the South Pole was at the minimum of the historical (1991–2017) range 
and remained close to this minimum between mid-November 2019 and January 2020. At Arrival Heights, the UVI in 2019 was close to 
the minimum between September and mid-November, and stayed below the long-term mean until mid-December, except for two short 
periods. 

In contrast to 2019, near record-high UVI maxima were observed in spring 2020 and 2021 because of large and persistent Antarctic 
ozone holes in these years (Sect. 3.2). In both years, the UVI at the South Pole tracked or exceeded the historical range between 
September and mid-November and set new records in mid-November and mid-December 2020. On 21 November 2020, the 
maximum UVI measured on this day exceeded the average of the daily maxima for 21 November, calculated from measurements of 
the years 1991–2017,  by 83%. At Arrival Heights, the UVI reached a new all-time site record of 7.8 on 23 December 2020, exceeding 
the previous record for this day by nearly 50%. Measurements at Palmer Station were highly variable, as is typical for this site, but new 
records were also set at this site in the second half of November 2020 when the centre of the ozone hole was above the station. High 
UV radiation at this time, which coincides with the start of the growing season for plants and the peak breeding season for most animals, 
is a concern [3].

The record-high UVIs in 2020 were not only confined to the three stations shown in Fig. 7 but also observed at other Antarctic 
research stations. At the Australian Antarctic bases Casey (66° S), Mawson (68° S), and Davis (69° S), UVIs measured with broadband 
radiometers between October and December 2020 were generally well above the 2007–2019 climatological mean, with new record-
high values set on several days in November and December [31]. The number of days when TCO dropped below 220 DU and led to 
spikes in UVI was the highest ever observed at the three sites. The daily maximum UVI at Marambio, a station located near the Antarctic 
Peninsula at 64° S, exceeded 12 on several days in late November and early December 2020 [20]. Similarly, extreme UVI values were 
measured at King George Island (62° S), near the northern tip of the Antarctic Peninsula [34]. The UVI exceeded 11 on four days between 
24 November and 4 December 2020 and peaked at 14.3 on 2 December. This value ties, within the measurement uncertainty, with the 
highest value of 14.2 (recorded on 4 December 1998) ever measured at Palmer Station ([230] and Sect. 7.3). On 3 December 2020, the 
erythemal daily dose at King George Island was 8.1 kJ/m2, which is among the highest on Earth and only comparable to those recorded 
at high altitude sites such as the Atacama Desert, Chile [231], or at Mauna Loa, Hawaii, where the highest dose ever observed was 9.5 
kJ/m2 [232]. These extreme levels of UV radiation were a result of solar elevations close to their annual maximum; close to 24 hours of 
daylight at King George Island; broken clouds, which can enhance radiation levels at the surface beyond the clear-sky level when the 
solar disk is free of clouds and additional radiation is scattered by clouds to the observer; and low TCO. For example, on 1 December 
2020 the TCO over King George Island was 180 DU, which is the lowest value ever recorded for December at this site [34]. UVI data for 
2021 from stations other than those shown in Fig. 7 are not yet available.
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Fig. 7  Daily maximum UVI measured at (a) 
the South Pole, (b) Arrival Heights, and (c) 
Palmer Station in 2018 (green), 2019 (yellow), 
2020 (red), and 2021 (blue) compared with 
the average (white line) and the range (grey 
shading) of daily maximum observations of 
the years indicated in the legends. The UVI 
was calculated from spectra measured by 
SUV-100 spectroradiometers. Up to 2009, 
the instruments were part of the NSF UV 
Monitoring Network [228] and they are now 
a node in the NOAA Antarctic UV Monitoring 
Network (https://gml.noaa.gov/grad/
antuv/). Consistent data processing methods 
were applied for all years [190,229].

The findings of the studies discussed above show that variability of springtime UV-B radiation in Antarctica is large despite ongoing 
reduction of ODSs and signs of ozone recovery. This surprisingly high variability is mainly driven by changes in meteorological 
conditions and in particular the persistently low temperature of the lower stratosphere.

When the Antarctic polar vortex breaks up at the end of the austral spring, ozone-depleted air masses disperse to lower latitudes, which 
may lead to large increases in UV radiation over populated areas in the Southern Hemisphere [233]. However, a recent study found that 
the breakup of the polar vortex had only a small effect on UV radiation at Cape Town, South Africa (34° S). Elevated levels of UV radiation 
at this location were more frequently associated with low-ozone air masses of tropical origin [234]. 

7.1.2 Temporal variations of UV radiation in the Arctic
As discussed in Sect. 3.3, an exceptionally large episode of stratospheric ozone depletion was observed in late winter and early spring 
(February–April) of 2020 in the Arctic [35,36,39,41]. Figure 8a shows deviations of monthly average TCO from past (2005–2019) 
averages north of 45° N for March, April, May, and June, and their effects on UVI. In March 2020, relative TCO anomalies of up to −40% 
and exceeding 3 standard deviations (σ) were measured over northern Canada and the adjacent Arctic Ocean. In April, relative TCO 
anomalies of up to −35% and exceeding 3σ were observed for virtually all areas north of 60° N. During the breakup of the polar vortex 
in May [35], areas with abnormally low (> 3σ) TCO still persisted over Siberia. 

The low TCO led to record-breaking anomalies in solar UV-B radiation over the Arctic measured by ground-based instruments at ten 
Arctic and subarctic locations and observed by the Ozone Monitoring Instrument (OMI) on NASA’s Aura satellite [235,236]. Relative 
UV-B radiation anomalies were particularly large between early March and mid-April 2020. However, absolute anomalies for this period 
remained small (e.g., below 0.6 UVI units) because solar elevations for March and April are still low in the Arctic. In the following, we 
only discuss relative anomalies.

In March 2020, the monthly average UVI over the Canadian Arctic and the adjacent Arctic Ocean was between 30% and 70% higher 
than the historical (2005–2019) averages, often exceeding the climatological average by 3σ. By April 2020, they were positive over 
a vast area, including northern Canada, Greenland, northern Europe, and Siberia. The maximum anomaly was 78% and anomalies 
exceeded 3σ almost everywhere north of 70° N. In May 2020, UVI anomalies of up to 60% and exceeding 3σ were measured over 
Siberia. The UVIs in June were elevated by up to 30% over parts of Norway, Sweden, and Finland, resulting from a combination of 
negative TCO anomalies and unusually fair weather with several cloudless days [236]. Ground-based measurements generally confirm 
UVI anomalies derived from satellite data (Fig. 8c). However, notable differences between the ground-based and satellite data sets exist 
for Sodankylä (Finland), and Trondheim and Finse (Norway) in May. 
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These discrepancies are likely caused by a mismatch between the albedo climatology used in the satellite retrieval and the actual 
albedo. Albedo in May is affected by the timing of snow melting, which was unusually late at Sodankylä and Finse in 2020. 

In contrast to 2020, Arctic UVI anomalies in 2019 and 2021 remained within 2σ of the climatological mean, with few exceptions 
[46,47]. One exception is the large UVI anomalies of up to 65% in the period 15–30 April 2019 in Norway, Sweden, and Finland, when 
a persistent high-pressure system with clear skies was centred over the Nordic countries. As the TCO in the Arctic is projected to have 
large year-to-year variability for the remainder of the 21st century (Sect. 3.5), large variations in UV radiation are likely to occur over the 
next decades. 
 
 

Fig. 8 Monthly mean anomaly maps (in %) of (a) TCO and (b) noontime UVI for March, April, May, and June 2020 relative to 
2005–2019 means. Stippling indicates pixels where anomalies exceed three standard deviations (3σ). Grey-shaded areas 
centred at the North Pole in the maps for March and April indicate latitudes with no OMI data because of polar darkness. 
Locations of ground stations are indicated by crosses in every map, with labels added to the first panel. Maps are based on 
the OMTO3 Level 3 TCO product [237]. (c) Percentage anomalies in monthly means of the noontime UVI for 2020 derived 
from measurements at 10 ground stations (North to South along the x-axis) relative to all years with available data (red) and 
2005–2019 (blue). The black datasets indicate anomalies for the same stations derived from OMI measurements relative to 
2005–2019. Site acronyms are ALT: Alert (83° N); EUR: Eureka (80° N); NYA: Ny-Ålesund (79° N); RES: Resolute (75° N); AND: 
Andøya (69° N); SOD: Sodankylä (67° N); TRH: Trondheim (63° N); FIN: Finse (61° N); OST: Østerås (60° N); and CHU: Churchill 
(59° N). Figure adapted from Bernhard et al. [235].
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7.1.3 Dependence of UV radiation on altitude
Measurements from satellites suggest that the highest UVI values observed during the year at the Earth’s surface range from less than 3 
at the poles to about 25 at high altitudes within the tropics of the Southern Hemisphere, such as the Altiplano Region of Peru and Bolivia 
[210]. The average altitude of this region is 3,750 m and the highest peak (Illimani) is at 6,438 m above sea level (asl). Ground-based 
measurements of UV radiation in this area are sparse despite their importance for human health and ecosystems. Recent measurements 
at Quito, Ecuador (2,850 m asl), established a maximum UVI of 21 at this location [238]. This value is consistent with the highest value 
of 21.2 measured at Mauna Loa (3,397 m asl) [232] and supports the maximum value of ~25 for the highest UVI that may occur on Earth 
considering that Quito is at a considerably lower elevation than the highest peaks of the Andes. The extreme UVI values at high-altitude 
locations close to the equator may have significant health effects for people moving to these regions for work or recreation without 
taking appropriate precautions to protect themselves from UV radiation [239].

7.2 Observed long-term changes in UV radiation
In the last four years, new trends in UV radiation derived from ground-based measurements have been published for several regions 
[190,223,238,240-245]. These studies confirm that changes in UV radiation during the last 25 years have generally been small—
typically less than 4% per decade, increasing at some sites and decreasing at others, with few exceptions—consistent with the multi-site 
study by McKenzie et al. [56] discussed in Sect. 4.1. Results from these studies are assessed in more detail below. While only studies that 
appeared to be of high quality according to our assessment were included, the measurement uncertainty of the various datasets varies 
and the reader is referred to the original publications for details.

Trends in solar spectral irradiance at 307.5 nm, which is a reasonable proxy for trends in erythemally weighted UV radiation, were 
calculated at several stations in Europe, Canada, and Japan over a 25-year (1992–2016) period [240]. Long-term changes at this 
wavelength vary by location and are mostly driven by changes in aerosols and TCO. However, at high northern latitudes, changes in the 
surface reflectivity are also an important factor. Over Japan, the spectral irradiance at 307.5 nm has increased significantly by about 3% 
per decade over this 25-year period and this increase is attributed to a decrease in absorbing aerosols. The only European station with 
a significant trend was Thessaloniki, Greece, where spectral irradiance at 307.5 nm rose by 3.5% per decade with an increasing rate of 
change during the last decade, possibly because of decreasing absorption by aerosols. 

Updated estimates of trends in UV-B irradiance at four European stations (Reading (51° N), Uccle (51° N), Sodankylä (67° N), and 
Thessaloniki (41° N)) have been reported for the period 1996–2017, i.e., starting after the global peak of ODSs [245]. The study 
concluded that the variability of UV-B radiation at these European sites was mainly governed by variations in clouds, aerosols, and 
surface reflectivity, while changes in TCO were less important. Statistically significant (95% confidence level (CL)) positive trends in 
noontime spectral irradiance at 307.5 nm were found for Thessaloniki (8% per decade) and Uccle (5% per decade), while, for Reading, 
the trend was negative (−7% per decade). These trends were again attributed to the effects of aerosols and clouds. No statistically 
significant trend was found at Sodankylä; however, the decreasing tendency of −5% per decade at this site was found to be consistent 
with changes in surface reflectivity due to declining snow cover in late winter and spring. In a follow-on study [223], a similar trend 
analysis was performed for Rome (42° N), Italy. A statistically significant negative trend in TCO of –1% per decade was found, but there 
was no corresponding significant increase in spectral irradiance at 307.5 nm over the period 1996–2020. However for certain months, 
positive trends in UV irradiance were observed, which were predominantly caused by changes in clouds and/or aerosols.

Several other studies reported estimates of trends for erythemal irradiance (or erythemal doses) at northern European sites. No 
statistically significant trends in erythemal UV radiation were observed at Moscow, Russia (56° N), over the period from 1999 to 2015 
[243]; at Chilton, England (52° N), between 1991 and 2015 [246]; and at Tõravere, Estonia (58° N), between 2004 and 2016 [244]. At 
the last site, there were also no trends in the main factors influencing UV radiation, namely TCO; aerosol optical depth; and global short-
wave radiation, which is a proxy for the effect of clouds.

Trends in erythemal irradiance at the Earth’s surface over the period of 2005–2017 have been calculated for the continental United 
States using satellite-based (OMI) measurements and ground-based measurements at 31 sites distributed throughout the United 
States by the Department of Agriculture’s UV-B Monitoring and Research Program [241]. The study concluded that trends in noontime 
erythemal irradiance estimated from these satellite- and ground-based measurements cannot be reconciled. Specifically, trends 
derived from the satellite-based dataset were not significant for most of the continental United States, except for a small region in the 
New England states of Maine, Vermont, New Hampshire, and Massachusetts. In those regions, small (about 5% per decade) positive 
trends were calculated from OMI data, and they were significant at the 95% CL. However, data from the two ground-based stations 
located in this region indicated a significant decrease in erythemal UV over the same period. This discrepancy can be explained, either 
by calibration issues of the ground-based sensors and OMI [247], or by increasing attenuation of UV radiation in the lowest part of the 
atmosphere, which cannot be adequately probed by OMI. While trends calculated for several other stations were also significant, the 
magnitude of these trends is generally within the measurement uncertainty range so that no firm conclusions about changes in levels of 
erythemal irradiance across the continental United States can be drawn. 

In a similar study based on OMI measurements, trends in noontime erythemal irradiance, TCO, and cloud and haze transmission 
were calculated for 191 cities located between latitudes of 60° N and 60° S over the period 2005−2018 [248]. Significant changes 
in erythemal irradiance were found at the 95% CL for 40 of the 191 sites over this period. When data were averaged over 15° latitude 
bands, correlations between erythemal irradiance and short- and long-term changes in cloud and absorbing aerosols, as well as inverse 
correlations between UV radiation and TCO, became apparent. Estimates of changes in atmospheric transmission at 340 nm show 
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increases of 1.1±1.2% per decade between 60° S and 45° S, almost no change between 45° S and 20° N, decreases of 3% per decade 
at 22° and 32° N, an increase of 2.5% per decade near 25° N, and increases of 1±0.9% per decade from 35° N to 60° N. Changes in 
zonally averaged (~15° latitude bins) erythemal irradiance between 60° N and 60° S range between –4 and 5% per decade and are 
predominantly caused by changes in cloud and aerosol transmission. However, judging from the error bars in the figures provided by 
Herman et al. [248], changes in zonally averaged transmission and erythemal irradiance are generally not significant at the 95% CL. 

Trends in erythemal daily doses (Dery) were calculated for the period 1979–2015 over Northern Eurasia (a region between 40° and 80° 
N and extending in longitude from Scandinavia to Siberia) using simulations by a climate chemistry model (INM-RSHU43), re-analyses 
of atmospheric data (ERA-Interim44), and data from satellite measurements (TOMS/OMI) [242]. For cloud-free conditions, statistically 
significant increases in Dery of up to 3% per decade were found for spring and summer over large areas and attributed to decreases 
in TCO. When clouds were included in the analysis, greater trends of 6–8% per decade were found over Eastern Europe and several 
regions in Siberia and Northeast Asia. This observation suggests that over this 36-year period, changes in cloud attenuation had larger 
effects on UV-B radiation than changes in TCO at high latitudes of the Northern Hemisphere extending to 80° N.

An analysis of UVI data computed from satellite-based measurements for local noon and clear skies by the Tropospheric Emission 
Monitoring Internet Service (TEMIS) indicated that there is no long-term trend in UVI at the equatorial high-altitude site of Quito, 
Ecuador (0° S, 2,850 m asl), for the period 1979–2018 [238]. This conclusion was corroborated by ground-based measurements at this 
site. For 2010–2014, the measured UVI was within the range of variability inferred for 1979–2009 from TEMIS data. This is consistent 
with the observation that there are no significant trends in TCO in the tropics (Sect. 3.1).

Trends in the UVI measured by spectroradiometers at three Antarctic sites (South Pole (90° S), Arrival Heights (78° S), and Palmer Station 
(65° S)) have recently been reassessed for the period of 1996–2018 [190]. At the South Pole (a site representative of the Antarctic Polar 
Plateau), significant (95% CL) decadal trends of −3.9% and −3.1% were calculated for January and February, respectively, which can 
mostly be explained by concomitant trends in TCO. At Arrival Heights, the recalculated trend for summer is −3.3% per decade and is 
significant at the 90% CL. This downward trend is caused by a significant upward trend in TCO of 1.5% per decade for January plus the 
effect of reductions in land-fast ice covering the sea adjacent to the instrument site (Sect. 6.2). No significant trends were reported for 
Palmer Station. The study provides further evidence that the UVI in Antarctica is starting to decrease during summer months. However, 
statistically significant reductions for spring (October and November), when the ozone hole leads to large UVI variability, were not 
detected. 

All studies summarised above paint a consistent picture: changes in UV-B radiation outside the polar regions over the last 2–3 decades 
are mainly governed by variations in clouds, aerosols, and surface reflectivity (for snow- or ice-covered areas), while changes in TCO are 
less important. These results corroborate the conclusion by McKenzie et al. [56] discussed in Sect. 4.1 that changes in TCO have not led 
to significant changes in UV-B radiation over this period.

7.3 Reconstruction of historical changes in UV radiation
Systematic measurements of surface UV radiation suitable for trend analysis began only in the late 1980s. In the absence of direct 
measurements, knowledge of UV irradiance levels prior to the onset of ozone depletion relies on radiative transfer model calculations 
in combination with inputs such as TCO and other proxy data. At very few locations, ground-based TCO measurements commenced 
before the 1960s and UV irradiances have been reconstructed from these measurements [249-252]. The erythemal UV irradiance was 
recently reconstructed for Moscow, Russia, for the warm season (May–September) over the period 1968–2016 [253] using data of TCO, 
AOD at 550 nm, surface albedo, cloud cover, and cloud transmission. Results were validated against measurements of broadband 
instruments emulating the erythemal response of human skin (Sect. 10.1), which were available from 1999 onward. Reconstructed and 
measured data for the overlap period agreed well; the coefficient of determination R2 was 0.89. Results indicate statistically significant 
decadal trends in erythemal UV irradiance of –11.6±1.6% for the period 1968–1978 and 5.1±1.9 for the period 1979–2016, which were 
predominantly driven by changes in cloud transmission. One important shortcoming of the study is that the consistency of cloud data of 
this 48-year data record was not independently verified; hence, trend estimates could be affected by spurious trends in the measures of 
cloudiness.

Daily erythemal UV doses were reconstructed for Novi Sad, Serbia [254]. Using a radiative transfer model with inputs of TCO and snow 
cover data, plus empirical relations between erythemal doses and sunshine duration, statistically significant increases in erythemal UV 
doses of 8.8% and 13.1% per decade over the period 1980–1997 were found for summer and winter, respectively, which were linked to 
the statistically significant decline in TCO over this period. 

Satellite measurements of TCO became available in the late 1970s and have also been used for reconstructing the UVI at several ground 
stations under the assumption that changes in aerosol and clouds were small during this period [56]. These reconstructions imply that 
considerable increases in the summer UVI occurred between 1978 and 1990, ranging from about 5% at northern mid-latitudes, up to 
10% at southern mid-latitudes, and up to 20% at the three Antarctic sites considered in this study.

Starting in 2010, the “Twenty Questions and Answers About the Ozone Layer” component of assessment reports prepared by the SAP 

43 INM-RSHU: Institute of Numerical Mathematics – Russian State Hydrometeorological University; ERA-Interim: European Centre for Medium-Range Weather Forecasts Re-
Analysis; TOMS: Total Ozone Mapping Spectrometer.

44 ERA-Interim is a global atmospheric reanalysis published by the European Centre for Medium-Range Weather Forecasts (ECMWF, https://www.ecmwf.int/) that is available 
from 1 January 1979 to 31 August 2019.
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have included a plot comparing reconstructed UVIs at Palmer Station, Antarctica (64° S), for the pre-ozone-hole period 1978–1980 
with UVIs measured between 1990 and 2006 [13,255,256]. This plot has recently been updated [230] and is reproduced in Fig. 9. 
The revised plot is similar to the legacy one but includes data up to 2020 and also compares recent measurements with reconstructed 
pre-ozone-hole UVIs for San Diego, California (32° N), and Barrow, Alaska (79° N). Furthermore, historical UVIs at the three sites have 
been calculated from TCO measurements by the Backscatter Ultraviolet (BUV) experiment on the Nimbus-4 satellite between 1970 and 
1976. While trends in TCO were already negative in the 1970s over polar regions [67], analysis presented by Bernhard et al. [230] did 
not show clear evidence that the developing ozone hole affected Palmer Station before 1976. In contrast, the period 1978–1980 used 
for the legacy plot was already somewhat influenced by ozone depletion. The new results confirm the previous conclusion that the 
ozone hole led to large increases in the UVI at Palmer Station year-round, with the largest increases occurring during spring (between 
15 September and 15 November). The maximum UVI at this site is now larger by a factor of 2.50±0.37 (±1σ) on average compared to 
the pre-ozone-hole period. During summer and autumn (21 December – 21 June), i.e., the seasons least affected by the ozone hole, UVI 
maxima measured between 1990 and 2020 exceed maxima estimated for years prior to 1976 by 20±13%. Measured and reconstructed 
pre-ozone depletion data for San Diego (a subtropical site), are almost indistinguishable: on average, the UVI has increased by 3±7% 
(±1σ) since the 1970s. This modest growth is consistent with the small change in TCO observed at subtropical latitudes (Sect. 3.1) and 
with the conclusion of McKenzie et al. [56] that maximum daily UVI values have remained essentially constant at mid-latitudes over the 
last ~20 years due to the phase-out of ODSs controlled by the Montreal Protocol. At the Arctic site of Barrow, the UVI increased by 
18±15% (±1σ) since the 1970s. The largest spikes in the UVI of up to 40% relative to the 1970s were measured during spring in years 
with abnormally strong Arctic ozone depletion, such as 2011 [257]. We note that these reconstructions are subject to uncertainty 
because they assume that surface albedo and attenuation by clouds and aerosols have not changed over the last 50 years in this area. 
However, at Palmer and Barrow, the TCO is by far the most important factor in controlling the UVI, while changes in albedo at San Diego 
can be considered negligible. Note that changes in the UVI discussed here do not contradict the conclusion in Sect. 7.2 that long-term 
changes in UV-B radiation outside the polar regions have generally been small over the last 2–3 decades. Changes shown in Fig. 9 are 
by and large attributable to changes in TCO occurring in the 1970s and 1980s (Fig. 1).
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Fig. 9  Comparison of the highest UVIs ever measured 
for each day of the year at Palmer Station, San Diego, 
and Barrow since the early 1990s (solid lines) with 
reconstructed data for the pre-ozone-hole period 
1970–1976 (broken lines). Yellow shading indicates the 
change between historical and contemporary UVI. The 
difference is particularly large for Palmer Station during 
spring, the period affected by the Antarctic ozone hole. 
The highest UVIs observed at Palmer since the 1990s 
exceed those measured at San Diego despite that city’s 
much lower latitude. Reprinted from Bernhard et al. 
[230].

At Athens, Greece, records of the duration of sunshine were used to reconstruct monthly averages of short-wave (wavelength range 
~300–3,000 nm) solar irradiance at the surface between 1900–2012 [258]. There were very small (0.02%) changes between 1900 
and 1953, followed by a negative trend of 2% per decade during a “dimming” period of 1955–1980 and a positive trend of 1.5% per 
decade during a “brightening” period of 1980–2012. Measurements of short-wave irradiance at Potsdam (52°), Germany, show distinct 
dimming and brightening periods between 1947–1986 and 1986–2016, respectively, with measurements in 1986 about 10 W/m2 lower 
compared to those at the start and end of the time series [259]. Changes for “all-sky” (cloudy and cloud-free) and clear-sky (cloud-free) 
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conditions were similar, suggesting that changes in aerosols were mostly responsible for these variations in short-wave irradiance. While 
these trend estimates are unrelated to changes in TCO and do not directly translate to changes in UV radiation, they qualitatively capture 
variations in the effect of clouds and aerosols on solar irradiance over the period studied, which are also relevant for changes in UV 
radiation. Trends in UV radiation related to changes in aerosols are likely larger than trends in short-wave irradiance because attenuation 
by aerosols is generally larger in the UV region than at visible wavelengths.

8 Projections of UV radiation

Projections of solar UV radiation at the Earth’s surface for the 21st century have been reported in new studies published during the last 
four years. These new projections are generally in agreement with those reported in our last assessment [9]. They confirm the projected 
reductions in UV radiation, particularly at high and polar latitudes, due to the recovery of stratospheric ozone, as well as the increases 
in UV radiation due to decreasing concentrations of aerosols over regions with intense urban or industrial activities. Furthermore, 
projected decreases in surface reflectivity due to reduction in ice cover and decreases in cloudiness, both associated with climate 
change, are also important drivers leading to regional changes (decreases and increases, respectively) in surface UV radiation.

One of the new studies [260] reports global projections of UVI that were calculated with a radiative transfer model using TCO, 
temperature, and aerosol fields provided by 17 CCMs. These CCMs were included in the first phase of the Chemistry-Climate Model 
Initiative (CCMI-1) [58,261]. The CCM simulations were performed for four future GHG scenarios described by RCPs 2.6, 4.5, 6.0 and 
8.5. Zonal-mean noontime UVI for cloudless skies were calculated for the period 1960–2100.

According to this study, noontime UVI in 2100 is projected to increase relative to calculations for the 1960s for RCPs 2.6, 4.5 and 6.0. 
These increases depend on latitude and the RCP scenario, and range between 1% (northern high latitudes for RCP 6.0) and 8% (northern 
mid-latitudes for RCP 2.6) as shown in Table 1. Trends calculated for the worst-case scenario RCP 8.5 show a different pattern with UVI 
projected to increase only in the tropics and to decrease elsewhere, with the largest decrease of 8% at northern high latitudes.

Only three of the 17 CCMs provided outputs of the AOD and its wavelength-dependence. The AOD used in projections of UV radiation 
is therefore based on the median of AODs derived from these three CCMs. According to these calculations, AODs are projected to 
decrease by almost 80% between 2000 and 2100 at northern high- and mid-latitudes, resulting in concomitant increases in the UVI 
of about 2% and 6%, respectively. These changes in UVI due to changes in AOD are of similar magnitude to those caused by changes 
in stratospheric ozone. However, these AOD estimates as well as the absorption properties of aerosols used in these CCMs are highly 
uncertain because future changes in atmospheric aerosols depend greatly on policy choices, such as measures to reduce air pollution 
[262]. Moreover, changes in optical depth and absorption properties of aerosols are highly dependent on region, hence zonal mean 
changes in UVI, like those discussed above, are not necessarily representative for most regions.

To address these concerns, Lamy et al. [260] also provide UVI projections for temporally invariant or “fixed” AODs based on a current 
climatology [263]. Using this climatology and the RCP 6.0 scenario, noontime UVIs in 2100 are projected to change relative to 1960 by 
–5% at Northern Hemisphere (NH) high latitudes, –2% at NH mid latitudes, +3% in the tropical belt, 0% at Southern Hemisphere (SH) 
mid-latitudes, and –2% at SH high latitudes (Table 1, column 6). These changes in UVI are mainly driven by changes in TCO. Assuming 
time-invariant aerosol amounts for the future, the clear-sky UVI is projected to decrease from 2015 to 2090 by 3% at NH and 6% at 
SH mid-latitudes. However, in regions that are currently affected by air pollution, the UVI is projected to increase if emissions of air 
pollutants are curtailed in the future.

Table 1 also shows a comparison of projected changes in zonal mean UVIs between 2015 and 2090 inferred from the study by 
Lamy et al. [260] and as published in our last assessment [9]. In both cases, UVI projections were based on results from the CCMI-1 
initiative; however, different subsets of models were used, as well as methods to calculate the UVI from parameters provided by the 
CCMs. Furthermore, Bais et al. [9] provided projections for different months while Lamy et al. [260] only considered annual averages. 
Despite these differences, changes in UVI calculated by the two studies for fixed AODs are consistent (see last five columns of Table 
1) and project a decrease of 2–5% for northern mid-latitudes, a decrease of 4–6% for southern mid-latitudes, and almost no change 
for the tropics. Both studies also predict large decreases in the UVI over southern high latitudes due to the expected healing of the 
stratospheric ozone hole.

Projections provided in the above studies were corroborated by another study where long-term changes in erythemal UV radiation 
were calculated over Eurasia (latitudes 40–80° N, longitudes 10° W–180° E) based on results of a CCM developed by the Russian State 
Hydrometeorological University (RSHU) [264]. These calculations considered only changes in TCO (i.e., excluding effects of aerosols 
and clouds) and predict that erythemal UV radiation levels in the years 2055–2059 will be lower over Eurasia by 4 to 8% relative to the 
reference period 1979–1983.
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Table 1 Comparison of zonal-mean changes in clear-sky UVI calculated by Lamy et al. [260] and Bais et al. [9].

Latitudes Lamy et al. [260] Bais et al. [9]

Change [%]  
1960 to 2100a

Change [%]  
2015 to 2090b

Change [%]  
2015 to 2090c

Transient AODs,  
RCP =

Fixed 
AODs

Transient 
AODs

Fixed 
AODs

Fixed AODs

2.6 4.5 6.0 8.5 RCP 
6.0

RCP  
6.0

RCP 
6.0

RCP 6.0

Annual meane Jan Apr Jul Oct

High Nd
6 2 1 -8 -5 0 -6 -3 -7 -5 -4

30–60° N 8 5 5 -1 -2 5 -3 -4 -5 -3 -2

0–30° Nf
3 3 3 1 3 - 1

-1 0 -1 -1
0–30° Sf

3 3 3 2 3 0 0

30–60° S 3 3 2 -2 0 -5 -6 -5 -4 -5 -6

High Sd
7 6 4 0 -2 -18 -18 -8 -6 -6 -23

All values are rounded.
a According to Table 5 of Lamy et al. [260]
b Inferred from Fig. 4 and 6 of Lamy et al. [260]
c Table 1 of Bais et al. [9]
d Latitude range of “High N” and “High S” refer to 60–90° in Lamy et al. [260] and 60–80° in Bais et al. [9]
e Changes reported by Lamy et al. [260] refer to trends averaged over all months; Bais et al. [9] provide changes for the 
months of January, April, July, and October.
f Lamy et al. [260] report changes separately for 0–30° N and 0–30° S while Bais et al. [9] provide changes for 30° N to 30° S.

45 EMAC CCM is the European Centre for Medium-Range Weather Forecasts–Hamburg (ECHAM)/Modular Earth Submodel System (MESSy) Atmospheric Chemistry Model.

Simulations with one of the CCMs (EMAC45) for the period 1960–2100 were used to derive trends in DNA-damaging radiation at four 
mid-latitude locations and one tropical high-altitude site [265]. Weighting the spectral irradiance with the action spectrum for DNA-
damage [266] yields dose rates that are more sensitive to changes in radiation at shorter (UV-B) wavelengths than the erythemal UV dose 
rates or the UVI; hence it is more sensitive to changes in TCO. DNA-damaging irradiance averaged over the five locations considered in 
this study is projected to increase by 1.3% per decade between 2050 and 2100. To isolate the effect of GHGs on climate, one simulation 
assumed increasing GHGs according to RCP 6.0 and the second adopted constant GHGs at 1960 levels. No trend in TCO was detected 
by the model after 2050, and the trend detected in DNA-damaging irradiance was attributed to a statistically significant (95% CL) 
decrease in cloud cover of 1.4% per decade resulting from increasing GHGs. The study suggests that changes in UV-B irradiance at 
low- and mid-latitudes during the second half of the 21st century will be dominated by factors other than changes in stratospheric ozone. 
However, these projections depend on the accuracy of simulating the cloud fields by climate models because uncertainties in the 
modelling of clouds propagate to the projected changes in solar UV-B radiation.

The SAP’s latest assessment [11] also evaluates the effect of a fleet of commercial supersonic aircraft on stratospheric ozone 
concentrations. Such a fleet is currently being considered by different organisations and companies. Depending on scenario and flight 
altitudes, emissions of water vapour and nitrogen oxides from such a fleet could reduce TCO by up to 25 DU at high northern latitudes. 
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Reductions in TCO at mid and low latitudes of the Northern Hemisphere would be considerably smaller, and the Southern Hemisphere 
is less affected because most flights take place in the Northern Hemisphere. While no study has quantified the effect of a future fleet 
of supersonic aircraft on UV radiation, the estimated decrease in TCO suggests that erythemal UV irradiance could increase by several 
percent at mid-latitudes of the Northern Hemisphere.

New model calculations examined the effect on stratospheric ozone (and by implication on UV radiation) of quadrupling concentrations 
of atmospheric CO2 [267]. Such an increase would lead to a dynamically-driven decrease in concentrations of ozone in the tropical 
lower stratosphere, an increase of ozone in the lower stratosphere over the high latitudes, and a chemically-driven increase of ozone 
(via stratospheric cooling) throughout the upper stratosphere. In the tropics, opposite changes in ozone in the upper and lower 
stratosphere result in small changes in the TCO, and, in turn, to small changes in tropical UV-B radiation in the future, if effects from all 
other factors remain the same. A quadrupling of atmospheric CO2 concentrations during the 21st century is currently not expected, 
but could occur in the 22nd century if emissions of CO2 were to continue unabated according to the RCP 8.5 scenario [268]. The study 
suggests that even “worst-case” increases in CO2 will not result in significant increases in UV-B radiation in the tropics.

All studies discussed above confirm the understanding of UV radiation in the 21st century established in our last assessment [9]. 
Simulations with a new generation of CCMs that have only recently been performed are expected to provide updated projections of UV 
radiation but are not yet available for assessment in this report.

A recent study used a state-of-the-art climate model with interactive chemistry [269] to calculate the effects on TCO and UV radiation 
resulting from a regional or global nuclear war. A global-scale nuclear war would cause a 15 year-long reduction in the TCO with a peak 
loss of 75% globally and 65% in the tropics. Initially, soot would shield the surface from UV-B radiation, but eventually the UVI would 
become extreme: greater than 35 in the tropics for 4 years, and greater than 45 during the summer in the southern polar regions for 3 
years. For a regional nuclear war, global TCO could be reduced by 25% with recovery taking 12 years.

9 Implications of solar radiation management on UV radiation

Over the last decade, global warming from increasing GHGs has accelerated, and global mean air temperatures near the surface have 
risen by about 1.1 °C above pre-industrial levels [Chapter 2 of 63]. The resulting changes in climate observed worldwide have stimulated 
discussions on strategies to mitigate warming through artificially forced reduction of solar radiation entering the troposphere. Impacts 
of such solar radiation management (SRM) interventions on the atmosphere and the environment have been investigated in numerous 
modelling studies and discussed in current assessments by the SAP [11] and IPCC [Chapter 4 of 63], and the last EEAP assessment [9]. 
The latest SAP report [11] extensively addresses the potential impacts on TCO from stratospheric aerosol injection (SAI) under different 
scenarios. Here, we focus on the effects of the possible implementation of SAI on surface UV radiation. The effects are driven by changes 
in TCO but also by the redistribution of solar radiation from the direct to diffuse component, plus the global dimming effect expected 
from back-scattering of solar radiation to space by the aerosol layer. 

The TCO is affected both by SAI-induced changes in heterogeneous chemical reactions, which depend on the surface area density of 
the aerosol (e.g., in µm2/cm3), and by changes in atmospheric dynamics (including transport, temperature, and water vapour changes). 
These effects on TCO differ with latitude and season, and depend on the future SAI scenario because they act in addition to the effects of 
decreasing ODSs and increasing GHGs. During the Antarctic ozone hole season, destruction of ozone in the stratosphere resulting from 
SAI would mainly be controlled by halogen chemistry on the surface of aerosols, while transport of ozone through circulation becomes 
important in other seasons [11].

Using models that participated in the Geoengineering Large ENSemble (GLENS) project, Tilmes et al. [270] estimated the effect on 
TCO in the latitude band 63°–90° S from SAI designed to achieve a reduction of 1.5 and 2.0 °C in global surface temperature. They 
found a reduction of up to 70 DU in the Antarctic TCO at the start of the SAI application (2020–2030), followed by an increase in TCO 
towards 2100 with a pattern like the projected changes in TCO without the application of SAI. In a more recent study, Tilmes et al. 
[271] estimated the initial abrupt decrease in TCO to be between 8% and 20% in 2030–2039 compared to 2010–2019, depending on 
injection strategy and model. All scenarios assumed in these studies result in a delayed recovery of Antarctic ozone to pre-ozone-hole 
levels by 20 to ~40 years. The TCO for these SAI scenarios remains below the levels projected by the worst case GHG scenario (SSP5-
8.5) until the end of the 21st century, which would lead to increased levels of UV-B radiation during the entire period in Antarctica.

In a similar study, Tilmes et al. [272] estimated the effects of SAI also in the Northern Hemisphere and the tropics based on simulations of 
the G6 Geoengineering Model Intercomparison Project (GeoMIP). The models agree that sulphur injections result in a robust increase 
in TCO in winter at middle and high latitudes of the Northern Hemisphere of up to 20 DU over the 21st century compared to simulations 
based on the SSP5-8.5 scenario without SAI. This increase in TCO, which is linearly related to the increase in the amount of sulphur 
injections, is driven by the warming of the tropical lower stratosphere and would eventually result in decreasing UV-B radiation at these 
latitudes during the remainder of the 21st century. The magnitude of these changes in UV-B radiation depends on the SAI scenario. The 
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Arctic TCO is initially projected to decrease by 13 to 22 DU depending on the scenario, which is a much smaller decrease than that 
projected by Tilmes et al. [270] for the Antarctic discussed above. By the end of the 21st century, the Arctic TCO with and without SAI are 
approximately the same. Finally for the tropics, changes in ozone due to SAI would be small. The initial reduction in TCO projected by 
Tilmes et al. [270] and Tilmes et al. [272] for the Antarctic and Arctic is attributable to heterogeneous reactions on aerosol particles in 
the presence of ODSs. Robrecht et al. [273] showed that this effect is far less important for mid-latitudes and the tropics compared with 
polar regions.

While the above studies have focused on the consequences of SAI on ozone, effects on UV and visible radiation from SAI also depend 
on the attenuation (dimming) and redistribution of solar radiation. These effects have been quantified with a radiative transfer model 
using inputs from the GLENS project [271] designed to counteract warming from increased GHGs under the RCP 8.5 scenario 
[274]. Estimated changes in the UVI are predominantly driven by the attenuation of solar radiation by the artificial aerosol layer (with 
concentrations peaking above ~30 km in the tropics and above ~25 km in the high latitudes). Reduced direct radiation due to aerosol 
scattering results in substantial reductions in solar irradiance at the Earth’s surface despite an enhanced contribution from diffuse 
radiation. However, the larger diffuse component may allow more efficient penetration of UV irradiance through forest and crop 
canopies [275], offsetting, to some extent, the reduced irradiance on top of the canopies. The intervention is estimated to reduce the 
daily average above-canopy UVI in 2080 relative to 2020 by about 15% at 30° N and by 6–22% at 70° N, depending on season. About 
one third of the reduced UVI at 30° N is due to the relative increase in TCO (~3.5%) between the reference and the SRM scenario. The 
corresponding increase in TCO for 70° N is less than 1% and explains only a very small fraction of the decrease in the UVI. The calculated 
changes in the UVI are therefore primarily caused by the scattering effect of sulphate aerosols, with a very small contribution from the 
absorption by sulphur dioxide (SO2). Finally, reductions in photosynthetically active radiation (PAR) are estimated to range from 9% to 
16% at 30° N and from 20% to 72% at 70° N, depending on season, with the largest proportional changes occurring in December, 
when the absolute levels of radiation are small. Such large changes in the UVI and PAR would likely have important consequences for 
ecosystem services and food security; however, such repercussions have not yet been quantified. While the study only characterised 
changes in UV radiation and PAR for the NH, similar results can be expected for the SH.

10 Advances in UV monitoring and modelling

In this section, we provide a summary of advances in measuring and modelling UV radiation at the Earth’s surface and in assessing 
personal exposure to UV radiation, which is controlled both by ambient UV radiation and personal behaviour.

10.1 Ground-based systems
UV radiation at the Earth’s surface is normally measured with scanning spectroradiometers, such as those installed in the Network for the 
Detection Atmospheric Composition Change (NDACC) [276]; broadband instruments, which typically emulate the erythemal response 
of human skin [277]; multi-filter instruments, which measure the spectral irradiance at several wavelengths (typically 4–7) in the UV range 
[278]; array spectroradiometers, which record the entire UV spectrum within seconds; dosimeters, which measure the UV dose that 
accumulates over a given amount of time; and specialised systems designed for a specific research question such as the measurement of 
the angular distribution of sky radiance [279]. The different instruments have been discussed in detail in previous assessments [9,162]. In 
brief, scanning spectroradiometers using double monochromators are the most accurate instruments but are expensive to acquire and 
maintain, and the recording of a UV spectrum may take several minutes. Broadband radiometers are relatively inexpensive, and their 
spectral response is tailored to a specific effect (e.g., erythema) under study, but because they do not provide spectral information, the 
factors driving changes in UV radiation (e.g., ozone, clouds, and aerosols) cannot be unambiguously separated. Multi-filter instruments 
can be used for studying a specific effect and the factors it depends upon, but require elaborate characterisations and calibrations 
in order to provide accurate data of solar irradiance [280]. Array spectroradiometers (or spectrographs) use single monochromators 
for physical reasons, and measurements at wavelengths shorter than 310 nm are often affected by stray light [281]. An instrument 
combining an array spectrometer with narrow-band filters that mitigate this problem has recently been introduced [282] and evaluated 
[283], indicating good performance at wavelengths longer than 305 nm. Finally, dosimeters are simple, low-cost, small devices that 
measure the UV dose electronically [284], chemically [285,286], or both [287], and are further discussed in Sect. 10.5.2. Their accuracy 
is typically less than that of high-end spectrometers [288]; however, they are frequently used for exposure studies (Sect. 10.5.2) where 
they can be easily attached, for example, to the forehead, wrist or clothing of test subjects. 

The quality of measurements of UV radiation from these systems or sensors has historically been assessed with intercomparison 
campaigns where instruments are either compared with each other or a reference instrument. An example of the latter is a campaign 
with 75 participating broadband radiometers with erythemal response [277]. The instruments’ solar measurements were first compared 
with data from the QASUME (Quality Assurance of Spectral Ultraviolet Measurements in Europe) reference spectroradiometer 
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[289]. The QASUME instrument has been used since 2002 to assess the quality of UV radiation measurements from more than 250 
spectroradiometers at more than 40 stations worldwide (https://www.pmodwrc.ch/en/world-radiation-center-2/wcc-uv/qasume-
site-audits/). New calibrations were subsequently transferred from QASUME to the 75 broadband radiometers. Furthermore, the 
angular and spectral response of the instruments was measured and functions for correcting deviations from the ideal response were 
established. With their original calibration applied, measurements of 32 (43%) of the 75 instruments agreed to within ±5% with 
measurements of the reference spectroradiometer while 48 (64%) agreed to within ±10%. Twenty-seven (35%) datasets deviated 
by more than ±10% from the reference and two datasets differed by 70%. After instruments were recalibrated, 73 (97%) of the 75 
instruments agreed to within ±5% with the reference. This example demonstrates that proper quality control, quality assurance, 
and calibration procedures are vital for obtaining accurate measurements of UV radiation. A similar intercomparison involving four 
broadband radiometers and a reference spectroradiometer was conducted between March 2018 and February 2019 at Saint-Denis, La 
Réunion (21° S) [290]. Data from three of the four instruments agreed to within ±3% with the reference while data from one instrument 
exhibited a systematic error of 14%. 

Even high-end spectroradiometers require meticulous characterisation and calibration for obtaining measurements with low uncertainty 
[291]. Finally, the development of a rigorous uncertainty budget (i.e., the calculation, tallying and combination of all uncertainty 
components) is a demanding task [292], but is necessary for obtaining high quality data.

10.2 Modelling of UV radiation
The transfer of radiation through the Earth’s atmosphere is affected by absorption and scattering by gases, aerosols, and clouds; the 
reflection of radiation by the Earth’s surface; and several other factors (Sect. 6). These factors are taken into account in computer 
simulations of UV radiation by radiative transfer models. Physically correct radiative transfer codes for modelling the UV radiation at 
the Earth’s surface have been available for many years [e.g., 293,294-297] and can be considered reliable and mature. Most models 
assume that the atmosphere is homogeneous in both horizontal directions and only varies in the vertical direction, but newer models 
(e.g., [298,299]) that are based on the Monte Carlo technique [300] can also account for the three-dimensional structure of the 
atmosphere, topography, surface condition (e.g., patchy snow) or illumination geometry (e.g., the inhomogeneous irradiation during a 
solar eclipse). The greatest challenge in radiative transfer calculations is not the physical description of the transfer of radiation through 
the atmosphere but the specification of the input parameters that interact with radiation and are often not completely known, such as 
the single scattering albedo (SSA) of aerosols in the UV-B range or the structure of clouds. 

One source of uncertainty in determining the UV radiation at the Earth’s surface with models is the uncertainty of the solar spectrum 
outside the Earth’s atmosphere. The extraterrestrial solar spectra (ETS) used in legacy model implementations sometimes differed by 
several percent at certain wavelengths [301,302]. These surprisingly large discrepancies for a fundamental quantity such as the ETS can 
be explained by the difficulty in measuring this spectrum. In one method, several solar spectra are observed at the Earth’s surface at 
different path lengths of the direct solar beam through the atmosphere. These measurements are then extrapolated using the Langley 
technique [303] to a path length of zero for deriving the ETS. The method is subject to large uncertainties at wavelengths where 
atmospheric attenuation is large, such as at wavelengths shorter than 310 nm (where ozone absorbs strongly) or in strong water vapour 
absorption bands. Another method is the direct measurement from space. The challenge of this method is to prevent changes in an 
instrument’s calibration during transport from the calibration laboratory to space. Both methods have advanced greatly during the last 
years. 

Gröbner et al. [304] applied the Langley technique to radiometrically accurate measurements of QASUME (Sect. 10.1) and a “Fourier-
transform spectroradiometer,” which measures spectra at high resolution, to derive an ETS over the wavelength range of 300–500 nm 
with a spectral resolution of 0.025 nm, a wavelength accuracy of 0.01 nm, and a radiometric accuracy of 2% (95% CL) between 310 
and 500 nm and 4% at 300 nm. Richard et al. [305] measured the ETS from the International Space Station with the Total and Spectral 
Solar Irradiance Sensor / Spectral Irradiance Monitor (TSIS-1 SIM) between 200 and 2,400 nm with an accuracy of 0.5% (95% CL) and 
a spectral resolution of 5 nm between 280 and 400 nm. The high accuracy is achieved by calibrating the system against a cryogenic 
radiometer and monitoring the instrument’s stability in space with an on-board, detector-based reference electrical substitution 
radiometer. Finally, by combining the superior spectral resolution of the spectrum by Gröbner et al. [304] with the greater radiometric 
accuracy of the TSIS-1 SIM spectrum, Coddington et al. [306] developed a composite spectrum (named TSIS-1 HSRS) with a spectral 
resolution of 0.025, a sampling resolution of 0.01 nm and a radiometric accuracy of better than 1.3% (68% CL) at wavelengths shorter 
than 400 nm, representative of solar minimum conditions between solar cycles 24 and 25. This spectrum can be considered a new 
benchmark for modelling applications.

An important application of radiative transfer models is the calculation of UV irradiances at the Earth’s surface from backscattered 
radiances measured by satellites (Sect. 10.3). Typically, measurements at different wavelengths by a single space-based instrument such 
as OMI are used to first derive the TCO and then apply corrections to account for the effects of clouds and aerosols [307].

10.3 Satellite observations of UV radiation
The TCO and UV radiation at the ground have been estimated from measurements of various space-borne sensors since the 1970s, 
starting with the Backscatter Ultraviolet (BUV) experiment on the Nimbus-4 satellite [308]. These measurements have been continued, 
amongst others, by several Solar Backscatter UV (SBUV) instruments [309]; Total Ozone Monitoring Spectrometers (TOMS) [310,311]; 
Global Ozone Monitoring Experiments (GOME and GOME-2) [312,313]; the Ozone Monitoring Instrument (OMI) [314] on the Aura 
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satellite; and the Earth Polychromatic Imaging Camera (EPIC) installed on the Deep Space Climate Observatory (DSCOVR), which is 
located at the Lagrange Point L1 between the Earth and Sun [315].

Several of these types of instruments have been installed on various satellites. Estimates of UV radiation are derived from backscattered 
radiances measured by these sensors and radiative transfer model calculations (Sect. 10.2). Uncertainties of these estimates are typically 
larger than those of UV measurements at the Earth’s surface because the conditions on the ground cannot be completely characterised 
from space, in particular in the presence of clouds [316], absorbing aerosols in the boundary layer [317], or snow and ice [318]. The 
validation of satellite data with ground-based measurements from many sites has been discussed in our previous assessment [9]. In 
general, UV data from satellites are accurate within a few percent under low-aerosol and clear-sky conditions, but can be affected by 
systematic errors exceeding 50% for less ideal observing conditions. 

Data of UV radiation at the Earth’s surface estimated from satellite observations typically have the spatial resolution of the satellite 
sensor (e.g., 13 × 24 km at nadir for OMI) and are typically based on one satellite-measured spectrum per day at low and mid latitudes. 
As an alternative, Kosmopoulos et al. [319] have used inputs from various data sources to calculate real-time and forecasted UVIs for 
Europe with a spatial and temporal resolution of 5 km and 15 min, respectively. The new data product agrees with measurements at 17 
ground-based stations distributed across Europe to within ±0.5 UVI units for 80% of clear-sky and 70% of all-sky conditions. Similarly, 
Vuilleumier et al. [320] calculated erythemal irradiance for Switzerland with a spatial resolution of 1.5–2 km and a temporal resolution 
of one hour for 2004–2018, using data from several European satellites. A validation of these data with ground-based measurements at 
three meteorological stations in Switzerland (Locarno, Payerne, and Davos) indicates that the expanded uncertainty of hourly UVI values 
of the new data products is about 0.3 UVI units for UVI <3 and up to 1.5 UVI units for UVI > 6.

Measurements with OMI started in 2004 and their quality has degraded recently [247]. The future of the Aura spacecraft is uncertain 
beyond 2023 [321]. Fortunately, several alternative satellite instruments have become operational within the last years to continue 
monitoring of ozone and UV radiation from space. For example, the Ozone Mapping and Profiler Suite (OMPS) [322] is installed on 
NOAA’s Suomi NPP (launched in 2011) and the NOAA-20 (launched in 2017) satellites. The TROPOspheric Monitoring Instrument 
(TROPOMI) [323], which is installed on the Sentinel-5 Precursor satellite (launched in 2017), will continue ozone-monitoring efforts by 
the European Space Agency. TROPOMI may also fly on future Sentinel satellites [324]. TROPOMI observations of UV radiation have 
recently been compared with ground-based measurements at 25 sites [325]. For snow-free surface conditions, the median relative 
difference between UVI measurements by TROPOMI and these ground stations was within ±10% at 18 of 25 sites. For 10 sites, the 
agreement was at the ±5% level. These differences are comparable to those reported for OMI [316,318,326,327]. Larger differences 
were observed at locations with challenging conditions, such as mountainous areas or sites in the Arctic and Antarctic with variable 
snow cover. A comprehensive comparison between OMI and TROPOMI surface UV products is planned [314] to ensure that there is no 
step-change in the time series of UV radiation measurements when transitioning from OMI to TROPOMI.

In preparation for new satellite missions (e.g., Sentinel-4 and Sentinel-5 of the European Space Agency), Lipponen et al. [328] 
developed an approach to assimilate input data from geosynchronous and low Earth orbit satellite measurements with the goal to 
provide high-resolution UVI and UV-A data. Zhao and He [329] combined TCO data from OMI with top-of-the-atmosphere reflectance 
data from MODIS for quantifying attenuation by clouds and aerosols and surface reflectance data from MODIS and used a machine 
learning algorithm to calculate erythemal irradiances at 1 km resolution. The system is trained and tested with UV measurements of 
NOAA’s Surface Radiation Budget Network (SURFRAD) and UV data from the United States Department of Agriculture’s (USDA) UV-B 
Monitoring and Research Program. For most stations, calculated and measured data agreed to within ±5% (mean bias calculated from 
match-up data). However, the system was trained with data from the continental United States only, and the fidelity of the method for 
sites that are different in terms of latitude, ozone climatology, pollution levels, and surface albedo has not yet been demonstrated.

10.4 Forecasting of the UV Index
The UVI is now part of weather forecasts in many countries. National weather services and other agencies use models to predict the 
diurnal course of the UVI (e.g., every hour) for one or several days into the future (e.g., the Israel Meteorological Service (https://ims.
gov.il/en/UVIHourly), the German Meteorological Service (https://kunden.dwd.de/uvi/index.jsp), and the Copernicus Atmosphere 
Monitoring Service (https://climate-adapt.eea.europa.eu/observatory/evidence/projections-and-tools/cams-uv-index-forecast). 
New methods for improving UVI forecasts have recently been proposed based on an “ensemble member” approach, where a model is 
executed multiple times with different initial conditions [330], and a machine learning algorithm [331]. 

10.5 Personal exposure
Our 2014 and 2018 assessments [9,162] discussed advances in the understanding of personal exposure to ambient solar UV radiation 
and how personal exposure relates to measurements of UV irradiance, which are typically referenced to a horizontal surface. Exposure 
studies address needs for both research and public advice and quantify UV radiation on non-horizontal surfaces, and how the effects 
of shade, clothing, and human behaviour affect UV doses in real-world settings. Exposure studies have shown that adults working 
outdoors receive only about 10% of the total available annual UV radiation dose while indoor-working adults and children get only about 
2–4% of the available UV dose [332,333]. This shows that standard irradiance measurements are a poor proxy for realistic exposures. 
While there could be a good correlation between ambient and personal UV dose at the population level, exposure of individuals 
depends greatly on lifestyle. 
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Reviews of a large number of studies on personal exposure to UV radiation during non-occupational [334] and occupational [335] 
activities concluded that understanding of human exposure to UV radiation has greatly increased during the last 4–5 decades. However, 
for most activities, our ability to accurately calculate the UV exposure of exposed body sites is still limited for many conditions.

10.5.1 Exposure models
Models of human morphology can quantify the protection afforded by attire, for example, from wearing various hats [336] and 
sunglasses [337]. These models often use the “predictive protection factor” (PPF), which is akin to the sun protection factor (SPF) 
developed for sunscreens, except that the PPF also depends on the direct-to-diffuse ratio of incident radiation. These models may be 
validated using mannequin torsos or heads equipped with UV sensors [338]. The sky view factor derived from all-sky imagery in the 
visible range together with the calculated clear-sky UV irradiance has recently been utilised to accurately estimate UV irradiance in 
partially shaded settings [339].

Doses of erythemal radiation received by the human body during holidays at the beach have recently been modelled [340]. Taking into 
account all confounding factors affecting exposure (e.g., clothing, behaviour, photo-protection), these models predict that the forearm 
typically receives about 170 standard erythemal doses (SED) in a week, which is comparable with the average annual exposure of a 
citizen in Europe or North America. Furthermore, for a full day sun-bathing at the beach or pool, multiple body sites can receive more 
than 50 SED.

10.5.2 Personal dosimetry
The three types of dosimeters previously identified [162]—polysulphone (a plastic film that changes its transmission following exposure 
to UV radiation), biofilm, and electronic devices—are still in use, and their relative merits in different contexts have recently been 
reviewed [341,342]. These measurement technologies were further described in a review that also proposes a future course for 
development and regulation of wearable UV sensors [343].

Some authors [e.g., 344] distinguish between “radiometers,” which give an instantaneous flux reading such as the UVI, and 
“dosimeters,” which measure cumulative dose such as the standard erythemal dose (SED). However, the distinction is irrelevant for 
many electronic sensors, which measure flux but also accumulate it electronically. The same can apply to photochromic sensors in 
combination with smartphones or other electronic logging. Hereafter we use the term “dosimeter” for all types of sensors.

The history and characteristics of polysulphone dosimeters have been reviewed by one of their pioneers [285]. They are useful 
whenever water resistance is necessary, as in a study of triathletes [286]. Alternative photochromic sensors have been developed using 
the photodegradable dye DTEC46 [345] and xanthomattin [344].

A new development of a biofilm dosimeter that mimics the photoreaction resulting in previtamin D3 synthesis in human skin has recently 
been presented [346]. Biofilm sensors of a similar type were used to measure exposure to UV radiation of lifeguards, demonstrating that 
this group receives high doses of erythemal UV radiation, averaging over 6 SEDs per day [347].

Electronic dosimeters have some advantages for research involving personal dosimetry compared to other sensors. They can be 
engineered to have a spectral responsivity and a directional response approaching those of research-grade radiometers measuring 
erythemal irradiance [284]. The time resolution and ability to interface wirelessly with smartphones allows feedback to users, and 
has supported research on how such information can influence sun exposure amongst melanoma survivors [348], dockworkers and 
fishermen [349], or young adults in general [350]. In a small study of outdoor workers in Romania, dosimeters measured up to 6 SEDs 
per day and led the authors to suggest that UV dosimeters should be compulsory for outdoor workers, similar to personal dosimetry for 
ionising radiation in relevant professions [351].

A 14-year study with electronic dosimeters showed that participants that are in continued employment maintained their sun exposure 
behaviour, retirees increased their exposure, and high school students reduced their exposure when starting work [352]. Additional 
exposure studies confirmed expectations that outdoor workers [351]; participants in triathlons [286]; and elite surfers, windsurfers, and 
Olympic sailors [353] are at high risk of overexposure to UV radiation. In general, staying outdoors for long periods, even at low UV 
irradiance levels, can result in risk of damage from UV radiation [232]. 

Airline pilots have long been known to have twice the incidence rate of malignant melanoma and keratinocyte skin cancers than the 
general population, but UV-B radiation is almost entirely blocked by cockpit windows [354]. Other factors explaining this elevated risk 
of skin cancer, like ionising radiation and disrupted circadian rhythms, have been largely ruled out. 

Measurements with dosimeters that are sensitive to both erythemal and UV-A radiation suggested that cockpit windows are partially 
transparent to UV-A radiation and pilots are therefore exposed to levels of UV-A radiation that exceed guidelines for eye protection 
established by ICNIRP [355], in particular if sunglasses are not worn or visors are not deployed [356].

46  (2Z,6Z)-2,6-bis(2-(2,6-diphenyl-4H-thiopyran-4-ylidene)ethylidene)cyclohexanone
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10.5.3 Low-cost / crowd-sourced sensors and cell phone apps
Our last assessment [9] described a wide range of new tools for research and for getting information to users, including electronic 
sensors, photochromic films with associated software, and forecasts or “nowcasts” of UV radiation using cell phone apps. A review 
of developments in this area [357] describes the promise of these new technologies, but a comparison of UV radiation reported by 
cell phone apps with actual UV measurements found that many of these apps have poor accuracy [358]. For example, of the six apps 
reviewed in this study, only one was able to predict the actual UVI to within ±30% in most cases. A further miniaturisation of sensors 
to millimetre scale with wireless communication to standard consumer devices [359] will widen the scope of how these sensors can 
be deployed. Other studies have also shown that useful personal exposures to UV radiation can be achieved from satellite-based UV 
radiation estimates combined with exposure ratio modelling to account for individual factors [360] or by leveraging UV data from local 
research stations [361].

11 Action spectra

Action spectra describe the wavelength dependence of biological effects caused by UV radiation. A biological effect is quantified by 
first multiplying the action spectrum for this effect by the spectrum of the incident irradiance and then integrating this product over 
wavelength. The result is the biologically effective UV irradiance, UVBE. Most action spectra decrease by several orders of magnitude 
towards longer wavelengths in the UV-B range. Since solar spectra increase by a similar amount in this wavelength range, a given 
biological effect is very sensitive to the wavelength intervals within the UV-B range over which this decrease (action spectrum) or 
increase (solar spectrum) occurs. This implies that action spectra must be very accurately measured.

The most widely used action spectrum is that for erythema [10], which is the basis of UVI calculations. In sunlight, the strongest 
contribution to erythema is from UV-B wavelengths, peaking near 307 nm. UV-A wavelengths also contribute, especially at the shorter 
end of the UV-A region (e.g., 315–340 nm). A small-scale study with 10 participants [362] found clinically perceptible erythema after 
exposure to UV radiation in the 370–400 nm range plus visible light (400–700 nm), confirming that longer UV-A wavelengths can also 
cause erythema. The study also suggests that the erythema action spectrum, which is currently defined only up to 400 nm [10], should 
possibly be extended into the visible range. This finding is also supported by a recent assessment by Diffey and Osterwalder [363].

Another important action spectrum for human health defines the wavelength dependence of the conversion of 7-dehydrocholesterol 
in the skin to previtamin D3, which is subsequently transformed to the active form of vitamin D (1,25-dihydroxycholecalciferol or 
calcitriol) involving isomerisation and hydroxylations in the skin, liver, and kidneys. This spectrum was measured 40 years ago [364] 
and was standardised by the International Commission on Illumination (CIE) [365] by interpolating the original data, plus extending 
the end of the spectrum from 315 nm to 330 nm via an exponential extrapolation. The spectrum has been widely used for developing 
recommendations for optimal solar exposure [179]; however, its validity has been questioned [179,366]. Specifically, the CIE standard 
[365] is based on a scanned figure from a single publication that does not include a complete description of the experiment such as 
the UV doses used. Furthermore, the source used for irradiation had a large bandwidth of 5 nm, which leads to noticeable broadening 
of the spectrum, and the extrapolation from 315 to 330 nm is questionable because there are no experimental data in this wavelength 
range.

Young et al. [367] have recently provided evidence that shifting the CIE action spectrum for previtamin D3 synthesis by 5 nm to shorter 
wavelengths (Fig. 10) would produce a more realistic action spectrum for the production of previtamin D3 in human skin. They exposed 
75 volunteers to five lamp spectra with different spectral composition, and correlated the observed increase in serum 25(OH)D levels 
(the form of vitamin D used to assess vitamin D status) with the effective UV irradiance, UVBE. The action spectrum for calculating UVBE 
was either the CIE spectrum in its unaltered form or a variant shifted in wavelength. The shift by 5 nm is plausible because the absorption 
spectrum of 7-dehydrocholesterol is also found to be shifted by about 5 nm to shorter wavelengths relative to the CIE action spectrum, 
even after adjusting for the spectral transmission of the skin’s outermost layer, the stratum corneum [366]. Furthermore, results obtained 
with the shifted action spectrum are consistent with calculations using alternative vitamin D action spectra proposed by Bolsée et al. 
[368], Olds [369], and van Dijk et al. [370], which are also shifted to shorter wavelengths relative to the CIE spectrum. These results 
suggest that the CIE standard [365] may need revision. However, the spectral change of solar spectra observed on the Earth (e.g., 
the difference between summer at the equator and winter in the Northern Hemisphere) is smaller than the difference in the spectral 
composition of the various artificial light sources used in the new experiment. The effect of the shift is therefore less important for natural 
sunlight, leading to the conclusion by Young et al. [367] that the CIE action spectrum (with no shift) remains adequate for risk-benefit 
calculations and the development of recommendations for healthy solar exposure. Along the same line, a recent assessment [371] 
concluded that the current CIE action spectrum [365] probably needs to be amended, but that it is acceptable to continue using this 
action spectrum for risk-benefits assessments until that work is completed. 
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An action spectrum for the inhibition of SARS-CoV-2 (the virus responsible for the COVID-19 disease) was recently measured. This 
spectrum is discussed in Chapter 2 [2].
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Fig. 10  Comparison of CIE action spectra for erythema [10] and the cutaneous synthesis of previtamin D3 [365]. The effect of a 
5-nm blue shift on the previtamin D3 action spectrum is also shown.

12 Gaps in knowledge

Our assessment identified the following gaps in knowledge:

• Most ODSs are also GHGs and have a large effect on global warming. However, since ozone is also a GHG, depletion of ozone 
caused by ODSs has a cooling effect (Sect. 4.2). The net effect on temperatures at the Earth’s surface resulting from the direct 
(warming) effect of ODSs and the indirect (cooling) effect from ozone depletion induced by ODSs is uncertain because climate 
models disagree on the magnitude of the latter effect. While the balance of all studies suggests that the Montreal Protocol is highly 
effective in limiting temperature rise at the Earth’s surface, the magnitude of the effect remains uncertain.

• The effect of Antarctic ozone depletion on changes in sea ice surrounding Antarctica is not well understood. 

• The effect of the Antarctic ozone hole on summertime weather in the Southern Hemisphere is uncertain. In particular, it is difficult to 
quantify if changes in weather are more affected by the year-to-year variability of the polar vortex, which is partly driven by changes 
in sea surface temperature of the Southern Ocean, or by the actual depletion of ozone within the vortex. It is also not clear how the 
coupling between the stratosphere and troposphere in weak vortex conditions will evolve under ozone recovery.

• While several studies have identified correlations between Arctic ozone changes and weather in the Northern Hemisphere, 
knowledge on how these linkages are mediated is incomplete.

• The paucity of measurements of the properties of aerosols in the UV-B range hampers our ability to accurately assess the effects 
of aerosols on a global scale as well as for urban regions. While efforts to improve this situation are underway—for example, 
EUBREWNET has recently started to provide AOD in the wavelength range from 306 to 320 nm (Sect. 6.1)—aerosol data in the UV-B 
range are currently available only for a few locations. 

• Atmospheric blocking systems (stagnant high- or low-pressure synoptic systems) can cause week-long anomalies of UV radiation. 
It is not well understood how climate change may alter the frequency, persistence, and geographical extent and location of these 
blocking patterns, and their effect on UV radiation.
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• One of the largest uncertainties in projecting changes to ozone and UV radiation during the 21st century is the evolution of GHG 
trajectories, which mostly depend on policy decisions and societal behaviour.

• Uncertainties in projections of UV radiation arising from incomplete knowledge of future changes in aerosol and cloud optical 
properties are significant.

• The number of stations with high-quality spectral UV measurements has been declining during the last decade and the funding for 
many of the remaining stations is uncertain. If this trend continues, the scientific community may lose the ability to assess changes 
of UV radiation at the Earth’s surface and associated impacts, in order to verify new satellite UV data products with ground-based 
observations and to validate model projections. 

13 Conclusions

Virtually all studies published during the last four years confirmed that changes in UV radiation (typically assessed with the UVI) during 
the last 25 years have been small: less than 4% per decade for the UVI at the majority of ground stations, increasing at some sites and 
decreasing at others. Changes in the UVI outside the polar regions over the last 2–3 decades were mainly governed by variations in 
clouds, aerosols, and surface reflectivity (for snow- or ice-covered areas), while changes in TCO are less important. Variability in the UVI 
in Antarctica continued to be very large. In spring 2019, the UVI was at the minimum of the historical (1991–2018) range at the South 
Pole, while near record-high values were observed in spring 2020 and 2021, which were up to 80% above the historical mean. In 
the Arctic, some of the highest UV-B irradiances on record were measured in March and April 2020. For example in March 2020, the 
monthly average UVI over the Canadian Arctic was up to 70% higher than the historical (2005–2019) average, often exceeding this 
mean by three standard deviations.

Without the Montreal Protocol, the UVI at northern and southern latitudes of less than 50° would have increased by 10–20% between 
1996 and 2020. For southern latitudes exceeding 50°, the UVI would have surged by between 25% (year-round at the southern tip of 
South America) and more than 100% (South Pole in spring). 

Under the presumption that all countries will adhere to the Montreal Protocol in the future and that atmospheric aerosol concentrations 
remain constant, the UVI at mid-latitudes (30–60°) is projected to decrease between 2015 and 2090 by 2–5% in the north and by 4–6% 
in the south due to recovering ozone. Changes projected for the tropics are smaller than 3%.

Since most substances controlled by the Montreal Protocol are also greenhouse gases, the phase-out of these substances may have 
avoided warming by 0.5 to 1.0 °C over mid-latitude regions of the continents, and by more than 1.0 °C in the Arctic. ODSs contributed 
one-half of the forced Arctic sea ice loss in the latter half of the 20th century. The uncertainty of changes in temperature and sea ice 
simulated by these models is still large.

Assessing the Montreal Protocol’s impact on solar UV radiation and climate, and their interaction, is impeded by several gaps in 
knowledge. The net temperature change at the Earth’s surface resulting from the direct (warming) effect of ODSs and the indirect 
(cooling) effect from ozone depletion is uncertain, because climate models disagree on the magnitude of the latter effect. While all 
studies support the role of the Montreal Protocol in limiting global warming, the magnitude of increases in temperatures that were 
averted remains uncertain. There is evidence that in both hemispheres polar ozone depletion in spring has an influence on weather; 
however, the mechanisms and magnitude of the effect are not fully understood. The lack of measurements of absorption properties 
of aerosols in the UV-B range hinders the assessment of the aerosols’ impact on UV-B radiation. One of the largest uncertainties 
in projecting changes in UV radiation during the 21st century is the incomplete knowledge of how GHGs will increase over time. 
Uncertainties in UV projections arising from inadequate understanding of future changes in aerosols and clouds are also significant.

Our assessment addresses several United Nations Sustainable Development Goals (SDGs) and their targets (https://sdgs.un.org/
goals). Owing to the Montreal Protocol, large increases in UV-B radiation have been avoided and global warming reduced. By assessing 
how ozone depletion affects climate change, we contribute to SDGs 13.1 (strengthen resilience to climate-related hazards and disasters) 
and 13.2 (integrate climate change measures into policy, strategy and planning). Furthermore, by providing up-to-date information 
on the interactive effects of ozone depletion on UV radiation and climate, both in this assessment and the companion document titled 
“Questions and Answers about the effects of ozone depletion on humans and the environment” we address SDGs 13.3 (improve 
education on climate-change mitigation) and 17.14 (enhance policy coherence for sustainable development).



Chapter 1

74

List of abbreviations
AAO  Antarctic Oscillation

AeroCom  Aerosol Comparisons between Observations and Models

AERONET  Aerosol Robotic Network

AO  Arctic Oscillation

AOD  aerosol optical depth

asl  above sea level

BUV  Backscatter Ultraviolet

CAMS  Copernicus Atmosphere Monitoring Service

CAVA  Central American Volcanic Arc

CCM  chemistry-climate model

CCMI  Chemistry-Climate Model Initiative

CFC  Chlorofluorocarbon

CIE  Commission Internationale de l’ Éclairage (Eng.: International Commission on Illumination)

CL  confidence level

CMIP6  Coupled Model Intercomparison Project Phase 6

COVID-19  Coronavirus disease 2019

DSCOVR  Deep Space Climate Observatory

DTEC  ((2Z,6Z)-2,6-bis(2-(2,6-diphenyl-4H-thiopyran-4-ylidene)ethylidene)cyclohexanone

EEAP  Environmental Effects Assessment Panel

EMAC  European Centre for Medium-Range Weather Forecasts–Hamburg (ECHAM)/Modular Earth Submodel System    
  (MESSy) Atmospheric Chemistry model

ENSO  El Niño-Southern Oscillation

EPIC  Earth Polychromatic Imaging Camera

EPP  energetic particle precipitation

ERA  ECMWF (European Centre for Medium-Range Weather Forecast) Re-Analysis

ETS  Extraterrestrial (solar) spectrum

EUBREWNET European Brewer Network

GeoMIP  Geoengineering Model Intercomparison Project

GHG  Greenhouse gas

GLENS  Geoengineering Large Ensemble

GOME  Global Ozone Monitoring Experiment

GPH  geopotential height

GWP  global warming potential

HSRS                Hybrid Solar Reference Spectrum

ICNIRP             International Commission on Non-Ionizing Radiation Protection

IPCC                 Intergovernmental Panel on Climate Change

MODIS              Moderate Resolution Imaging Spectroradiometer

NASA                National Aeronautics and Space Administration (of the United States)

NDACC             Network for the Detection of Atmospheric Composition Change 

NH                     Northern Hemisphere

NIWA  National Institute of Water & Atmospheric Research (of New Zealand)

NOAA  National Oceanic and Atmospheric Administration (of the United States)

NPP  National Polar-orbiting Partnership

NSF  National Science Foundation (of the United States)

ODS  ozone-depleting substances

OMI  Ozone Monitoring Instrument

OMPS  Ozone Mapping and Profiler Suite
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PAR  photosynthetically active radiation (400-700 nm)

PM2.5  particulate matter 2.5 (fine inhalable particles, with diameters that are generally 2.5 µm or smaller)

PPF  predictive protection factor

PSC  polar stratospheric clouds

QASUME  Quality Assurance of Spectral Ultraviolet Measurements in Europe

QBO  quasi-biennial oscillation

RAF  Radiation Amplification Factor

RCP  Representative Concentration Pathways

RF  Radiative forcing

RSHU  Russian State Hydrometeorological University

SAI  stratospheric aerosol injection

SAM  Southern Annular Mode

SAP  Scientific Assessment Panel

SARS-CoV-2 Severe acute respiratory syndrome coronavirus 2

SBUV  Solar Backscatter Ultraviolet Radiometer

SED  standard erythemal dose

SH           Southern Hemisphere

SIM  Spectral Irradiance Monitor

SPE  solar proton events

SPF  sun protection factor

SRM  solar radiation management

SSA  single scattering albedo

SSP  Shared Socioeconomic Pathways

SST  sea surface temperature

SSW  sudden stratospheric warming

SURFRAD  Surface Radiation Budget Network

SZA  solar zenith angle

TEMIS  Tropospheric Emission Monitoring Internet Service

TCO  total column ozone

TOMS  Total Ozone Mapping Spectrometer

TROPOMI  Tropospheric Monitoring Instrument

TSI  total solar irradiance

TSIS  Total and Spectral Solar Irradiance Sensor

UNEP  United Nations Environment Programme

USDA  United States Department of Agriculture

UV  Ultraviolet (100–400 nm)

UV-A  Ultraviolet-A (315–400 nm)

UV-B  Ultraviolet-B (280–315 nm)

UV-C  Ultraviolet-C (100–280 nm)

UVI  Ultraviolet Index

VIS  Visible (radiation)

VSLS  very short-lived substances

WMO  World Meteorological Organization
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Summary 

There are several connections between coronavirus disease 2019 (COVID-19), solar UV radiation, and the Montreal Protocol. Exposure 
to ambient solar UV radiation inactivates SARS-CoV-2, the virus responsible for COVID-19. An action spectrum describing the 
wavelength dependence of the inactivation of SARS-CoV-2 by UV and visible radiation has recently been published. In contrast to action 
spectra that have been assumed in the past for estimating the effect of UV radiation on SARS-CoV-2, the new action spectrum has a large 
sensitivity in the UV-A (315–400 nm) range. If this “UV-A tail” is correct, solar UV radiation could be much more efficient in inactivating 
the virus responsible for COVID-19 than previously thought. Furthermore, the sensitivity of inactivation rates to the total column ozone 
would be reduced because ozone absorbs only a small amount of UV-A radiation. By using solar simulators, the times for inactivating 
SARS-CoV-2 have been determined by several groups; however, many measurements are affected by poorly defined experimental 
setups. The most reliable data suggest that 90% of viral particles embedded in saliva are inactivated within ~7 minutes by solar radiation 
for a solar zenith angle (SZA) of 16.5° and within ~13 minutes for a SZA of 63.4°. Slightly longer inactivation times were found for 
aerosolised virus particles. These times can become considerably longer during cloudy conditions or if virus particles are shielded 
from solar radiation. Many publications have provided evidence of an inverse relationship between ambient solar UV radiation and the 
incidence or severity of COVID-19, but the reasons for these negative correlations have not been unambiguously identified and could 
also be explained by confounders, such as ambient temperature, humidity, visible radiation, daylength, temporal changes in risk and 
disease management, and the proximity of people to other people. Meta-analyses of observational studies indicate inverse associations 
between serum 25-hydroxy vitamin D (25(OH)D) concentration and the risk of SARS-CoV-2 positivity or severity of COVID-19, although 
the quality of these studies is largely low. Mendelian randomisation studies have not found statistically significant evidence of a causal 
effect of 25(OH)D concentration on COVID-19 susceptibility or severity, but a potential link between vitamin D status and disease 
severity cannot be excluded as some randomised trials suggest that vitamin D supplementation is beneficial for people admitted to 
a hospital. Several studies indicate significant positive associations between air pollution and COVID-19 incidence and fatality rates. 
Conversely, well-established cohort studies indicate no association between long-term exposure to air pollution and infection with 
SARS-CoV-2. By limiting increases in UV radiation, the Montreal Protocol has also suppressed the inactivation rates of pathogens 
exposed to UV radiation. However, there is insufficient evidence to conclude that the expected larger inactivation rates without the 
Montreal Protocol would have had tangible consequences on the progress of the COVID-19 pandemic.

1 Introduction

Coronavirus disease 2019 (COVID-19) is an infectious disease caused by severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2). It was first identified in December 2019 in China and has resulted in a global pandemic. The 2020 Assessment Update [1] by 
the Environmental Effects Assessment Panel (EEAP) of the Montreal Protocol under the United Nations Environment Programme (UNEP) 
included a section on linkages between COVID-19, solar ultraviolet (UV) radiation, and the Montreal Protocol. At the time the publication 
was prepared, COVID-19 had been in existence for less than one year and research on the subject was incomplete with many papers still 
in review. The scientific literature is now more mature and we present an update on the current knowledge of the aspects of COVID-19 
related to solar UV radiation and the Montreal Protocol. 

SARS-CoV-2 is mainly transmitted from person to person through large respiratory droplets and aerosols (small droplets with diameters 
≥ 5 µm [2]) generated by breathing, talking, sneezing, singing, and coughing in close proximity to another person [3-7]. The relative 
role of large droplets vs aerosols is still unclear [8], but aerosols can penetrate more deeply into the lungs than droplets [2]. Indirect 
transmission through fomites (defined as inanimate objects carrying pathogens) that have been contaminated by respiratory secretions 
is considered possible [9], but research suggests that this path of transmission is unlikely [4,10-12]. 

A 2021 review article concluded, based on 5 studies, that less than 10% of globally reported SARS-CoV-2 infections occurred outdoors 
[13]. The odds of indoor transmission was 18.7 (95% confidence interval (CI): 6.0, 57.9) times higher compared to outdoor transmission. 
Furthermore, in high- and middle-income countries, about 92% of time is spent indoors or in a vehicle [14]. Hence, it would be expected 
that more than 90% of transmissions occur indoors, even if the likelihood of in- and outdoors transmission were equal. These studies 
support the currently prevailing view that most transmissions occur indoors where there is essentially no exposure to solar UV-B 
(280–315 nm) radiation and greatly reduced exposure to ambient UV-A (315–400 nm) radiation.
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Many publications (see Sect. 5) have provided evidence for an inverse relationship between ambient solar UV radiation and incidence 
or severity of COVID-19. However, the reasons for this negative correlation54 are not clear. The following hypotheses may explain this 
association:

1. Exposure to ambient solar UV radiation inactivates SARS-CoV-2 particles, and higher intensity of UV radiation (e.g., at latitudes 
closer to the Equator) is more effective in inactivating the virus.

2. UV radiation is merely a proxy for other environmental factors such as air temperature that are responsible for the observed inverse 
correlation. For example, when UV radiation is low in winter, temperature is often also low, prompting humans to stay indoors in 
close proximity to others, thereby increasing the chance for SARS-CoV-2 transmission. Lower temperatures or other environmental 
factors such as air pollution may also compromise the immune system and may have a detrimental effect on disease outcome [15]

3. Higher intensity of UV-B radiation leads to more production of vitamin D (Sect. 6) or other substances produced in the skin upon 
exposure to UV radiation, such as nitric oxide, which may have benefits for disease prevention and severity.

These three hypotheses will be discussed in the following subsections.

Many experimental studies (often using unrealistically large virus concentrations) have shown that SARS-CoV-2 particles can remain 
viable on porous and non-porous surfaces for several days if they are shielded from UV radiation [16-20]. Survival times on porous 
surfaces are generally much shorter than on impermeable surfaces because of the different evaporation mechanisms for the two surface 
types [21]. Infectious SARS-CoV-2 viruses have been recovered from plastic, glass, and stainless steel surfaces after 3 days [16], 7 days 
[17] and 28 days [18]. SARS-CoV-2 virus particles have been shown to remain viable on banknotes for between four [17] and up to 28 
days when the ambient temperature was maintained at 20 °C [18]. On the outer layer of a surgical mask, infectious viruses can survive 
up to 6 days after contamination. Increasing the ambient temperature greatly reduces the survivability of virus particles on all surfaces to 
as little as 24 h at 40 °C [18]. According to a recent study [22], the Alpha, Beta, Delta, and Omicron variants of SARS-CoV-2 exhibit more 
than two-fold longer survival on plastic and skin than the original Wuhan strain. As we will show below, these long lifetimes of SARS-
CoV-2 particles decrease greatly upon exposure to UV radiation.

54 A negative correlation expresses a statistical relationship between two variables whereby higher values of one variable tend to be associated with lower values of the other. 
Several essentially equal terms for “negative correlation” are being used, including anticorrelation, inverse correlation, and negative (or inverse) association.

55 Ozone amounts integrated from the Earth’s surface to the top of the atmosphere, measured in Dobson Units (DU). See [25] for more details.

2 The action spectrum for the inactivation of SARS-CoV-2

Action spectra describe the wavelength dependence of biological effects caused by UV radiation. A biological effect is quantified by 
first multiplying the action spectrum for this effect with the spectrum of the incident radiation and then integrating this product over 
wavelength. The result is the biologically effective UV irradiance, UVBE. 

The action spectrum for the inactivation of SARS-CoV-2 has recently been measured by Biasin et al. [23] using light-emitting diode 
(LED) sources with ~10 nm bandwidth at wavelengths of 254, 278, 308, 366, and 405 nm. The experiment for establishing the action 
spectrum has several weaknesses: the uncertainties of the measurements at these wavelengths were not evaluated; the LED’s bandwidth 
of 10 nm is large for measuring a function that varies over four decades; and interpolating measurements at only 5 wavelengths over the 
150 nm wide wavelength range of interest is subject to large interpolation errors that have not been discussed. While these limitations 
are significant, we emphasise that these are the only measurements of the action spectrum for the inactivation of SARS-CoV-2 that are 
available to date (August 2022).

Figure 1 compares the action spectrum by Biasin et al. [23] with action spectra that have been used previously to estimate the effect of 
UV radiation on SARS-CoV-2. Of note, the new spectrum has a large sensitivity in the UV-A (315–400 nm) range, while the spectrum for 
generalised virus inactivation [24]—which has been used in several studies (discussed below) to estimate the inactivation times of SARS-
CoV-2—has no sensitivity beyond 320 nm. If the “UV-A tail” measured by Biasin et al. [23] is correct, solar UV radiation could be much 
more efficient in inactivating the virus responsible for COVID-19, and inactivation would be less influenced by parameters that affect 
the UV-A and UV-B contributions to solar radiation differently, such as total column ozone55 (TCO), time of the day, season, or latitude. 
While this large UV-A tail is missing in the generalised action spectrum for virus inactivation [24], there is evidence that this sensitivity in 
the UV-A range is real. First, the recently measured absorption spectrum of RNA of Torula yeast also has a large contribution from the 
UV-A range [26]. Second, the H1N1 influenza virus also seems to be highly sensitive to radiation in the UV-A range [27], and even the 
action spectrum for erythema [28] has a remarkable resemblance to that measured by Biasin et al. [23]. Third, the dependence of the 
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inactivation times of SARS-CoV 2 on UV spectra simulated for various solar zenith angles (SZA) discussed below can only be explained 
if there is a significant contribution from UV-A wavelengths. This argument is also supported by theoretical calculations [29]. Fourth, it 
has recently been shown that exposing human coronavirus 229E (CoV-229E)—a virus associated with a range of respiratory symptoms 
including pneumonia and bronchiolitis—to UV-A radiation leads to a significant reduction in coronavirus spike protein and decreased 
virus-induced death of infected human tracheal epithelial cells [30]. Fifth, it has also been shown that many viruses can be damaged by 
peroxides and other reactive oxygen species, which are created by UV-A radiation [31]. However, whether a similar oxidative toxicity 
also affects SARS-CoV-2 has not yet been determined. Taken together, these considerations suggest that UV-A-mediated mechanisms 
in addition to RNA damage [26], which is predominantly caused by UV-B wavelengths, lead to the inactivation of SARS-CoV-2 upon 
exposure to UV radiation.
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Fig. 1 Comparison of action spectra and other spectra relevant for discussing the wavelength dependence of inactivation 
of SARS-CoV-2 by UV radiation. All spectra are arbitrarily normalised at 254 nm. Biasin et al. [23] measured the relative 
effectiveness of UV radiation in inactivating SARS-CoV-2 at 278, 308, 366, and 405 nm (blue symbols). Data were interpolated 
with a spline approximation that also included a data point at 254 nm measured by Biasin et al. [32]. Note that this interpolation 
is uncertain between 280 and 305 nm due to the lack of intermediate measurements in this wavelength range. Lytle and 
Sagripanti [24] give the generalised action spectrum for virus inactivation (red symbols). The spectrum is based on data from up 
to 24 viruses (data at some wavelengths are based on fewer viruses). Data were interpolated with a spline approximation with 
little uncertainty (red line). The broken red line is a fit to the same data by Herman et al. [33] using an analytical function. Note 
that this function deviates significantly from the data points between 307 and 312 nm. Setlow [34] provides the generalised 
action spectrum for DNA damage as parameterised in the Tropospheric Ultraviolet and Visible (TUV) radiative transfer model 
(https://www.acom.ucar.edu/Models/TUV/Interactive_TUV/) (green line). CIE [28] shows the action spectrum for erythema 
(black line). The action spectrum from Nishisaka-Nonaka et al. [27] is for the inactivation of the H1N1 influenza virus by inhibiting 
replication and transcription of viral RNA in host cells (pink symbols). The spectrum from Heßling et al. [26] is not an action 
spectrum but the absorption spectrum of RNA of Torula yeast, normalised at 254 nm. (Absorption and action spectra would be 
identical if every absorbed photon were to lead to irreversible damage; however, this is not the case if repair mechanisms are at 
play [35].)
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3 Inactivation times of SARS-CoV-2 virus particles with solar UV 
radiation

Several studies have determined the time needed to inactivate 90% of virus particles upon irradiation with UV radiation, based on: (i) 
direct measurements using solar simulators [36-41]; (ii) the action spectrum for the inactivation of SARS-CoV 2 particles measured by 
Biasin et al. [23], followed by theoretical calculations; or (iii) theoretical calculations using the standardised action spectrum for virus 
inactivation [33,42-44]. These studies are discussed in more detail below and results are summarised in Table 1. 

All studies assume that the number of viable virus particles, N, decreases exponentially when exposed to germicidal radiation (either 
from artificial light sources or the Sun) for the time t [45]:

         N = N0e-αt  (1)

where N0 is the number of viable particles at the start of the exposure and a is a decay constant. With t10 and t1 defined as the times that 
reduce N to 10% and 1% of N0, respectively, Eq. (1) implies that t1 is twice as long as t10. However, the time difference between t10 and t1 
can be considerably longer under certain conditions [46,47] because viruses in a real-world setting are embedded in a matrix of body 
fluids (e.g., saliva and mucus) or foreign objects, which partially shield viruses from exposure. Clustered populations of viruses can also 
protect each other from exposure to radiation [48]. Hence, there are large uncertainties in extrapolating t10 to t1  and beyond (e.g., 0.1% 
and 0.0001% survival for disinfection and sterilisation levels, respectively [44]). This is particularly the case for virus particles that are 
embedded in porous materials, such as face masks and clothing, or otherwise shielded from UV radiation. 

3.1 Measured inactivation times
Ratnesar-Shumate et al. [37] used a solar simulator to determine t10 for SARS-CoV-2 virus particles that were first suspended in either 
simulated saliva or a culture medium (gMEM56) and then dried on stainless steel surfaces. The solar simulator produced spectral 
irradiance resembling noon-time solar spectra at 40° N latitude (e.g., Philadelphia, Ankara, Beijing) for three days representative of 
summer, spring, and winter: 21 June (SZA=16.5°), 21 February (SZA=50.6°) and 21 December (SZA=63.4°). The three spectra were 
compared with spectra modelled with the Tropospheric Ultraviolet and Visible (TUV) radiative transfer model (https://www.acom.ucar.
edu/Models/TUV/Interactive_TUV/), and the agreement was generally excellent. However, the simulated spectrum for 21 June (high 
sun conditions in summer of the Northern Hemisphere) underestimated the spectrum calculated by TUV at wavelengths less than 308 
nm. This difference is significant because the product of the solar spectrum and any action spectra for virus inactivation typically peaks 
near 305 nm, but the consequence of this discrepancy cannot be quantitatively assessed from the data provided by Ratnesar-Shumate 
et al. [37]. Inactivation times t10 for virus particles embedded in saliva were 6.8, 8.0 and 12.8 minutes for the three spectra, respectively. 
For viruses enclosed in the culture medium, t10 was more than twice as long: 14.3, 17.6, and 54.4 minutes for the spectra simulated for 
21 June, 21 February, and 21 December, respectively.

Using the same solar simulator, Schuit et al. [36] determined t10 for aerosolised virus particles. For viruses suspended in saliva, t10 was 7.5 
and 19 minutes for exposure to simulated noon solar spectra for 21 June (SZA=16.5°) and 7 March (SZA=45.0°), respectively.

56 Glasgow’s Minimum Essential Medium
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Table 1. Time to inactivate 90% (10% survival) of virus particles at 40° N upon irradiation with UV radiation.

Study Time t10 = time to inactivate 90% of infectious virus (minutes) Ratio 

Measured inactivation times

21-Jun 
(Summer)
SZA=16.6° 
UV-B=1.83 
W m-2 

UV-A=58.5 
W m-2 

UVI=10.2

7-Mar 
SZA=45.1° 
UV-B=0.92 
W m-2 
UV-A= 40.5 
W m-2 
UVI=4.8

21-Feb 
SZA=50.8° 
UV-B=0.70 
W m-2 

UV-A= 34.9  
W m-2 
UVI=3.6

21-Dec 
(Winter) 
SZA=63.4° 
UV-B=0.28 
W m-2 

UV-A= 21.5 
W m-2 

UVI=1.6

Winter

/

Summer

Saliva on steel [37] 6.8 8.0 12.8 1.9

Growth medium (gMEM) [37] 14.3 17.6 54.4 3.8

Aerosol in saliva [36] 7.5 19

Aerosol in culture medium [36] 12.6 13.6

Calculated inactivation times

Calculated by us, based on the action 
spectrum by [23] and D10 inactivation 
dose of 8.1 J m-2 at 254 nm

4.4 7.4 9.1 16.5 3.8

Calculated by us, based on the action 
spectrum by Lytle and Sagripanti [24] 
and D10 inactivation dose of 3.2 J m-2 at 
254 nm.

6.1 18.1 27.2 97.2 15.9

Calculated by Herman et al. [33]. Based 
on the action spectrum by Lytle and 
Sagripanti [24] as parameterised by 
Herman et al. [33] and D10 inactivation 
dose of 3.2 J m-2  at 254 nm.

4.8 13.4 19.8 69.3 14.6

Calculated by Sagripanti and Lytle [43]. 
Based on the action spectrum by Lytle 
and Sagripanti [24] and D10 inactivation 
dose of 6.9 J m-2  at 254 nm.

22 63* > 300 > 14

* refers to spring equinox on 21 March instead of 7 March.

In addition to the two studies discussed above, Sloan et al. [41] determined inactivation times for SARS-CoV-2 using another solar 
simulator (SunLite Solar Simulator Model 11002 from Abet Technologies). The simulator was set to “1 Sun”, defined as “full sunlight 
intensity on a bright clear day on Earth and measuring approximately 1000 W m-2”. According to data provided by the manufacturer, 
the simulator produces UV-A and UV-B irradiances of 41.46 W m-2 and 1.28 W m-2, respectively, at these settings. These irradiances are 
reportedly similar to those measured at the equinox at 40° N latitude during noon. However, the authors do not show a spectrum of 
their solar simulator and we therefore could not determine whether the device does indeed simulate the solar spectrum accurately, in 
particular in the critical wavelength range of 300–320 nm. Viral solution was suspended in either culture medium or simulated mucus 
and then deposited on stainless steel coupons, and desiccated. For virus suspended in culture medium, the inactivation time t10 was 23 
minutes under controlled temperature (22.5 °C) and relative humidity (RH=34%). When the virus was suspended in simulated mucus, 
the inactivation time was significantly longer (t10 =91 minutes). These inactivation times are longer than those measured by Ratnesar-
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Shumate et al. [37]; however, a direct comparison is not possible because of the uncertainty of the solar spectrum used by Sloan et 
al. [41]. While the study confirms that inactivation times depend on the medium enclosing the virus, the results contradict those by 
Ratnesar-Shumate et al. [37], which indicate shorter inactivation times for virus embedded in saliva versus a growth medium.

In another study, Raiteux et al. [39] irradiated stainless steel coupons loaded with a suspension containing SARS-CoV-2 virus with a solar 
simulator consisting of a Xenon lamp and a filter. The simulator was set to an illuminance57 of either 10,000 lx, representing “a cloud-
covered sky in autumn in France”, or 56,000 lx, representing “a slightly cloudy sky in summer in France”. No further description of the 
simulator’s output is given and it is unknown whether the spectrum resembles that of sunlight in the UV-B and UV-A regions. Results of 
the study should therefore be considered only in a qualitative sense. The experiment revealed that no virus was detectable after a 20 
minute exposure to an illuminance of 10,000 lx at either 20 or 35 °C and a relative humidity of 50%. For an illuminance of 56,000 lx, 
infectious virus was no longer detectable after 5 min of exposure. Ninety percent of viral load was lost every 9.2 minutes at 10,000 lx 
and every 2.1 minutes at 56,000 lx. The inactivation time was inversely proportional to the applied illuminance within the measurement 
uncertainty. This suggests that the UV-B and UV-A contributions of the lamp spectra scale linearly with illuminance. The results are 
qualitatively consistent with those by Ratnesar-Shumate et al. [37] and confirm that simulated sunlight rapidly inactivates SARS-CoV-2 at 
temperatures ranging from 20 °C to 35 °C.

Using a model 91293 solar simulator from Oriel Instruments, which was equipped with a filter to block visible and infrared radiation, 
Wondrak et al. [38] confirmed that “UV radiation at environmentally relevant doses” will inactivate SARS-CoV-2 coronaviruses. However, 
no inactivation times were calculated and the study therefore cannot be used for a quantitative assessment.

3.2 Calculated inactivation times

All studies discussed in the previous section used a solar simulator to determine inactivation times. In contrast, Carvalho et al. [44], 
Herman et al. [33], Nicastro et al. [40], and Sagripanti and Lytle [43] used an indirect method to estimate t10 based on the inactivation 
dose at 254 nm (a wavelength in the UV-C waveband produced by a mercury lamp) and an action spectrum for virus inactivation. The 
inactivation time t10 in minutes is then calculated from these quantities:

57 Illuminance is expressed in the unit of lux (lx) and is the spectral irradiance weighted with the sensitivity of the human eye under daylight conditions, expressed by the 
photopic luminosity function, and scaled with 683.002 lx W-1 m2.

where D10(λr) is the UV dose at 254 nm that results in 10% survival, A(λ) is the action spectrum, and E(λ) is the spectral irradiance of 
sunlight modelled for various SZAs and TCO. The integral is evaluated over a wavelength range where both E(λ) and A(λ) are different 
from zero. Of the three studies, the most reliable is the one by Nicastro et al. [40] because it uses the measured action spectrum by 
Biasin et al. [23] for the inactivation of SARS-CoV-2 particles and D10(λ r) measured also for SARS-CoV-2. In contrast, Herman et al. [33] 
and Sagripanti and Lytle [43] use the action spectrum by Lytle and Sagripanti [24]. (See Fig. 1 for comparison of action spectra). 

Using the action spectrum and dose D10(254)  reported by Nicastro et al. [40], we calculated inactivation times of 3.5 and 12.2 minutes 
for noontime spectra on the summer solstice (21 June), and on the winter solstice (21 December) for northern latitudes of 40°. For similar 
conditions, Sagripanti and Lytle [43] calculate considerably longer times of 22 minutes and > 300 minutes because calculations are 
based on the action spectrum by Lytle and Sagripanti [24], which does not have a UV-A contribution (Fig. 1). Using the same action 
spectrum, Herman et al. [33] calculated inactivation times t10 for viruses adhered to fomites oriented horizontally under clear skies. For 
SZAs of less than 20°, 40°, and 60°, inactivation times were less than 8, 20, and 60 minutes, respectively. These times are generally 
smaller than those determined by Sagripanti and Lytle [43], mostly due to the difference in the inactivation dose at 254 nm assumed 
by the two studies. We note that the calculations by Herman et al. [33] are also affected by their poor parameterisation of the action 
spectrum (Fig. 1). Likewise, the interpolation of the measurements by Nicastro et al. [40] is uncertain because the action spectrum was 
measured at only five wavelengths with a relatively large bandwidth of ~10 nm (Sect (2)). We further note that the ratio of inactivation 
times for winter and summer (last column of Table 1) calculated by Nicastro et al. [40] agree much better with the times measured by 
Ratnesar-Shumate et al. [37] than the times calculated by Herman et al. [33] and Sagripanti and Lytle [43]. This observation is strong 
evidence that the action spectrum by Biasin et al. [23], with its large UV-A tail, is closer to the actual action spectrum.

Carvalho et al. [44] calculated inactivation times for locations across the globe based on UV radiation data from the Tropospheric 
Emission Monitoring Internet Service (TEMIS), which uses assimilated UV radiation fields from several space-borne instruments. These 
UV radiation data refer to the daily radiant exposure and were weighted with the DNA action spectrum [34] shown in Fig. 1. Hence, 
the effect from UV-A wavelengths was likely underestimated. In contrast to the studies discussed above, Carvalho et al. [44] took into 
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account that virus particles embedded in aerosol are equally sensitive to radiation from all directions. They assumed inactivation doses 
D10(254) of 1.8 J m-2 (least conservative, based on [36]) and 7.0 J m-2 (most conservative, based on [37]), and calculated inactivation times  
t10  of ~5 minutes for overhead Sun (e.g., São Paulo (24° S), Brazil) for the least conservative scenario. During summer in Iceland, t10 was 
calculated to range between 30 to 100 min. These inactivation times are similar in magnitude to those listed in Table 1. Carvalho et al. 
[44] performed similar calculations for sterilisation level inactivation, where the fraction of “surviving” viruses is less than one millionth 
of the initial number of viable virus particles. Associated sterilisation times are naturally much longer than t10; however, these times are 
of little practical use considering that neither the number of viable particles at the start of the exposure nor the number of virus particles 
that result in an infection is well known.

In summary, the uncertainty of inactivation times for SARS-CoV-2 is large and depends on many factors including uncertainties of the 
experiments used to determine inactivation times and the matrix in which the virus is embedded. Based on the studies discussed 
above we conclude that 90% of SARS-CoV-2 virus particles will be inactivated by solar UV radiation within 4 to 20 minutes under 
optimal conditions for SZA ≤ 40°. These times will become considerably larger for SZA > 40°, during cloudy conditions, if surfaces are 
not directly irradiated by sunlight, or if virus particles are shielded from solar exposure by other means (absorption by matrix material, 
deposition on a porous material, shade). Even inactivation times as short as 5 minutes may be too long to protect against transmission 
among people in the outdoors talking to each other in close proximity. Furthermore, most transmissions occur indoors where there is 
essentially no exposure to solar UV-B radiation (most glass windows do not transmit at UV-B wavelengths), and both UV-A and visible 
solar radiation are greatly reduced, in particular when direct sunlight is blocked by window shades or other means. Hence, while solar 
radiation helps to disinfect surfaces or exhaled aerosol contaminated with SARS-CoV-2 particles, one cannot rely on the Sun’s germicidal 
effect in general and, in particular, early and late in the day, during winter, or at high latitudes during all seasons.

4 Radiation amplification factors for SARS-CoV-2 action spectra

Radiation Amplification Factors (RAFs) are used to approximately assess the sensitivity of effects of UV radiation to changes in the 
stratospheric ozone layer. Specifically, the dimensionless RAF describes the relative change in effective UV irradiance (UVBE) in response 
to a relative change in TCO: 

where the symbol Δ expresses a change in UVBE or TCO in absolute units. For example, a RAF of 1.5 means that a 1% change in TCO 
would lead to a 1.5% change in UVBE. For larger (> 10%) changes in TCO, such as the decreases in TCO that would have occurred 
without the implementation of Montreal Protocol, the power form of Eq. (3) [49] is typically applied, but the definition of the RAF 
remains unchanged:

where the subscripts (+ and –) refer to the cases with higher or lower values of ozone and UVBE, respectively. 

RAFs for the action spectra by Biasin et al. [23] and Lytle and Sagripanti [24] are shown in Fig. 2. RAFs for the action spectrum of Biasin 
et al. [23] range between 0.3 and 1.3 for SZA ≤ 60° and TCO between 200 and 400 DU, which cover the majority of conditions outside 
the polar regions. The magnitude and pattern is similar to RAFs for the erythemal action spectrum [28], which is expected given the 
similarity of the two action spectra (Fig. 1). In contrast, RAFs for the action spectrum of Lytle and Sagripanti [24] are between 1.9 and 
2.7 for the same range of SZAs and TCO, and similar to those of the DNA damage action spectrum [34]. Hence, the effect of changes in 
ozone is more than a factor of two larger on average for the spectrum by Lytle and Sagripanti [24] than for that by Biasin et al. [23].
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Fig. 2 Radiation amplification factors for the action spectra by (a) Biasin et al. [23] and (b) Lytle and Sagripanti [24]. RAFs are 
shown as a function of SZA for TCO of 200, 300, and 400 Dobson Units (DU).

58 The UV Index is calculated by weighting solar UV spectra with the action spectrum of erythema [28] and scaling the result with 40 m2/W.

5 Observed relationships between UV radiation and COVID-19 
incidence

Many observational epidemiological studies have demonstrated an inverse relationship between some metric of UV radiation and 
COVID-19 incidence rates [50-60]. Most of these studies have flaws as discussed in the following. Many papers also report an inverse 
correlation with temperature and humidity; however, these relationships are not further discussed in depth.

Gorman and Weller [54] review the potential of UV radiation to alter morbidity and mortality from COVID-19 based on more than 30 
studies from many countries. The article is based on knowledge as of October 2020 (less than one year after the start of the pandemic) 
and concludes that inverse associations have been observed between measures of ambient UV radiation and COVID-19 incidence and 
mortality in most, but not all studies. Depending on the study, UV intensities were quantified by the UV Index58 (UVI); UV-A, UV-B, and 
UV-A+UV-B irradiance; and vitamin D-weighted UV irradiance. Gorman and Weller [54] also point out that many studies did not adjust 
for important confounders such as population demographics, temperature, and humidity. 

Carleton et al. [53], Choi et al. [52], and Ma et al. [50] applied sophisticated statistical analyses and adjusted for several confounders 
to quantify the relationship between UV radiation and various measures of COVID-19 or SARS-CoV-2 activity. However, the three 
studies are based on UV fields from the ERA5 reanalysis [61], which are defined as the integration over wavelengths between 200 nm 
and 440 nm (https://docs.meteoblue.com/en/meteo/data-sources/era5). The contribution from the wavelength range 400–440 
nm, which is in the visible part of the spectrum, accounts for almost 50% of radiative energy of the “UV” datasets used in these 
studies. Their conclusions that higher UV radiation dose is associated with lower COVID-19 growth rates are therefore questionable. 
Furthermore, the three studies analysed data for relatively short periods close to the start of the pandemic (Carleton et al. [53] used 
1 January to 10 April 2020, Choi et al. [52] used 1 March 2020 to 13 March 2021, and Ma et al. [50] used 15 March to 31 December 
2020). Public health policies (e.g., lock-downs, closing of borders, social distancing, and wearing of masks); strategies in managing 
the pandemic; and available treatments for COVID-19 changed rapidly during 2020. These changes are important confounding factors 
that are difficult to quantify. Statistical analyses based on data from many countries, as used by Carleton et al. [53] and Choi et al. [52], 
are further hampered by the heterogeneity of the policies enacted around the world. Nevertheless, the three studies report strong 
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inverse associations between solar radiation in the 290–440 nm range and various COVID-19 metrics. For example, Carleton et al. [53] 
conclude that the increase in seasonal “UV” exposure between January and June 2020 lowered extratropical Northern Hemisphere 
COVID-19 growth rates by 7.4%±2.9% (±1 standard deviation). Over the same period, the seasonal decline in exposure to UV radiation 
in the extratropical Southern Hemisphere raised growth rates by 7.3%±2.9%. However, they also conclude that UV radiation has a 
substantially smaller effect on the spread of the disease than social distancing policies. Ma et al. [50] found that the fraction of the 
reproduction number Rt (defined as the mean number of new infections caused by a single infected person), which are attributable to 
temperature, specific humidity, and UV radiation, were 3.73%, 9.35% and 4.44%, respectively. Hence, these meteorological factors 
account for a total 17.5% of Rt.

Moozhipurath et al. [56] reported that an increase in the daily maximum UVI by one unit was associated with a 1.2% decline in daily 
growth rates of cumulative COVID-19 deaths. UVI data were downloaded from https://darksky.net/ without identifying their source. 
The analysis is based on data from 183 countries and the period 22 January 2020 to 8 May 2020. The caveats of using heterogeneous 
data from a short period as noted above also apply here. In a follow-on study, Moozhipurath and Kraft [55] posit that reduced exposure 
to solar UV radiation during lockdowns, with people confined to their homes, reduced their vitamin D status (Sect. 6). This implies that 
the positive effect of lockdowns in reducing transmissions is partly offset by a greater risk of severe illness once an infection occurs. 
The authors conclude that lockdowns in conjunction with adequate exposure to UV-B radiation might have reduced the number of 
COVID-19 deaths more strongly than lockdowns alone, and estimate that there would be 11% fewer deaths on average with sufficient 
exposure to UV B irradiation during the period when people were recommended not to leave their house. However, a major weakness 
of the study is the lack of measurement of the vitamin D status at the population level. The vitamin D status was instead estimated from 
UVI data used in their earlier study [56] without explicitly describing the assumed relationship between UVI and vitamin D status and 
without taking behavioural changes into account. For example, there is no evidence that lockdowns reduced vitamin D status at the 
population level. Indeed the opposite may have occurred in some countries due to reduced office hours. Of note, according to the 
paper’s “competing interests” statement, the lead author of the paper is a “full-time employee of a multinational chemical company 
involved in vitamin D business and holds shares in the company,” which may have biased the study.

Isaia et al. [60] correlated death rates and incidence rates of infections against vitamin D-weighted UV irradiation, fraction of people in 
nursing homes, air temperature, and comorbidities across Italy. The study is based on the short period of 25 February to 31 May 2020 
when policies and treatment options rapidly evolved, coinciding with seasonal increase in UV radiation. The authors found that the 
amount of solar UV radiation contributed the most to the observed correlation, explaining up to 83.2% of the variance in COVID-19-
affected cases per population. This very high percentage contradicts the much lower numbers given in the studies discussed above 
and is not reconcilable with the fact that most COVID-19 transmissions occur indoors. While Isaia et al. [60] speculate that the effect of 
UV radiation is mediated by the synthesis of vitamin D, vitamin D status of the population was not assessed. Considering that vitamin 
D status is also influenced by individual behaviour (sun exposure, sun protection, and supplementation), the study merely presents a 
hypothesis.

The inverse correlation between UV radiation and COVID-19 incidence or deaths documented in the studies above is qualitatively 
consistent with the virucidal effect of UV radiation and its role in raising 25(OH)D levels. However, each of these studies has major 
limitations and none of them provides a clear causative pathway to explain the observed associations quantitatively.

UV radiation strongly covaries with visible radiation, and it is therefore very difficult to determine from observational studies like those 
cited above whether the perceived seasonality is driven by UV radiation (e.g., via its germicidal effects or the production of vitamin 
D); visible radiation, which controls the circadian and circannual rhythms; or other factors that co-vary with UV radiation, such as 
temperature. This assertion is demonstrated in Fig. 3, which correlates measurements of UV-B and UV irradiance at San Diego, California 
(32° N), with visible (VIS) irradiance in the 400–600 nm range. The coefficients of determination R2 are 0.868 for UV-B vs VIS and 
0.976 for UV vs VIS, suggesting that 86.8% and 97.6% of the variance in UV-B and UV irradiance, respectively, can be explained by the 
variance in visible irradiance. Compared to these strong associations, in particular for UV vs VIS, UV radiation and COVID-19 incidence 
rates are far less associated with each other; hence, studies that show a strong inverse correlation between the two variables would 
likely also show a strong inverse correlation between COVID-19 and visible irradiance even though visible radiation has little effect on 
virus survival and does not lead to vitamin D production.

Cherrie et al. [62] demonstrated a significant negative association between deaths from COVID-19 and ambient UV-A radiation and 
attribute this relationship to the release of nitric oxide (NO) from the skin upon exposure to UV-A radiation. Such release of NO has been 
shown to be associated with lower blood pressure [63] and reduced incidence of myocardial infarctions [64]. As there is evidence that 
hypertension and cardiometabolic disease also increase the risk of death from COVID-19 [65], Cherrie et al. [62] argue that UV-A-driven 
release of NO reduces the mortality from COVID-19. In a commentary to the paper, McKenzie and Liley [66] point out that the data could 
equally be explained by production of vitamin D by exposure to solar UV-B radiation considering the strong correlation between UV-A 
and UV-B radiation. Interestingly Guasp et al. [57] show a weaker inverse correlation between COVID-19 incidence and the UVI than 
with short-wave irradiance (300–3,000 nm; a wavelength range including UV and visible radiation plus a part of the infrared spectrum). 
While this study is based on data from the very beginning of the pandemic only, it suggests that visible radiation may be a stronger 
determinant of disease incidence than UV radiation for reasons discussed in more detail below.

When interpreting the studies cited above, it has to be noted that correlation does not imply causation. For example, Martinez [67] 
pointed out that the incidence of polio, which peaks in the summer, correlates with temperature, daylength, and the sale of bathing 
suits. A transmission model using any of the three drivers would capture the seasonal structure of the disease because all drivers contain 
a covariate with the necessary seasonal dependence, even though it is highly unlikely that sales of bathing suits cause polio. 
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Applying this thought experiment—combined with the high covariance between UV and visible radiation—to the observed inverse 
correlations between UV radiation and COVID-19 incidence rate suggests that these correlations cannot prove that UV radiation is the 
causative factor for the perceived seasonality of COVID-19.
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(b)

R2 = 0.976

Fig. 3 Scatter plot of (a) UV-B irradiance (280–315 
nm) and (b) UV irradiance (280–400 nm) versus 
visible irradiance (400–600 nm). Data were 
measured in San Diego (32° N) between 2005 and 
2008 by a SUV-100 spectroradiometer of the former 
National Science Foundation’s (NSF) UV monitoring 
network [68]. The coefficient of determination R2 is 
0.868 for (a) and 0.976 for (b). Some of the scatter 
is caused by the fact that the SUV-100 is a scanning 
instrument, which requires about 15 minutes of 
time to complete a spectrum between 280 and 600 
nm. Cloud conditions may change over this period, 
thereby exacerbating the scatter between the two 
quantities. If the whole spectrum had been measured 
at the same time, the scatter between the quantities 
would be smaller and R2 larger, suggesting that the 
actual covariance between UV and visible irradiance 
is even higher than indicated in the two plots.

 
The pilot phase of a prospective, double-blinded, randomised, placebo-controlled trial involving 30 patients has recently been 
completed that aimed to determine whether phototherapy with narrow-band UV radiation (NB-UVB) at 311 nm has an effect on the 
mortality of hospitalised, high-risk COVID-19 patients [69]. The trial was motivated by the observation that NB-UVB treatment stabilises 
the immune system relevant to autoimmune diseases. Considering that COVID-19 morbidity and mortality are partly driven by poor 
immune regulation (Sect. 6), it is therefore conceivable that treatments with NB-UVB may affect COVID-19 disease outcomes. The 30 
enrolled patients were randomised 1:1 to NB-UVB or placebo phototherapy and treated daily with sub-erythemal doses for up to eight 
consecutive days. Although this pilot study was primarily to test safety and feasibility, it found that the twenty-eight-day mortality was 
13.3% (2 patients) in the treatment and 33.3% (5 patients) for those receiving the placebo. However, the difference was not statistically 
significant (p=0.39). Results for a planned follow-on study with a larger sample size are not yet available. If such a larger study were to 
demonstrate the efficacy of NB-UVB treatment, the effect of UV radiation on COVID-19 disease outcome could be firmly established. 
Such an outcome would also inform the assessment of the effects of solar UV radiation on COVID-19. 

After many years of research, the factors that drive the seasonality of common diseases (and the relative importance of the factors 
causing seasonality) have still not been unambiguously determined. For example, humidity, temperature, closeness of people, 
changes in diets, and vitamin D status have been suggested to explain why influenza is more prevalent in winter than summer [15]. In 
addition, the human immune system may change with season, becoming more resistant or more susceptible to different infections 
based on daylength, and the disease burden is therefore partly driven by the circannual rhythm [70], which is, in turn, partly driven by 
visible radiation. For example, in one German cohort, expression in white blood cells of nearly one in four genes in the entire genome 
differed between seasons. Genes in the Northern Hemisphere tended to switch on when they were switched off south of the Equator, 
and vice versa [71]. Other factors that are potentially responsible for seasonality include: pathogen survival in the environment and 
transmissibility; changes over time in pathogen reservoirs (human and non-human); frequency of pathogen-host interactions (cultural, 
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socioeconomic, linked to lifestyle and temperature); host susceptibility to infection; indoor heating systems that generate conditions of 
low relative humidity; and difference between indoor and outdoor temperatures [54,70,72-75]. Many of these factors co-vary with UV 
radiation. Diseases from enveloped viruses, such as SARS-CoV-2 and influenza viruses, generally have a stronger seasonality than those 
from viruses without an envelope, such as the rhinoviruses that cause the common cold [15]. It is therefore plausible that the factors that 
drive the seasonality of influenza are also predominantly responsible for the seasonality of SARS-CoV-2.

As mentioned in the introduction (Sect. 1), there is strong evidence that most SARS-CoV-2 infections occur indoors [13] where there 
is essentially no exposure to solar UV-B radiation. Furthermore, exposure studies have shown that adults working outdoors receive 
only about 10% of the total available annual UV radiation dose, while indoor-working adults and children get only about 2–4% of the 
available UV dose [76,77]. These fractions were likely even lower during lockdowns. Despite the observed inverse correlations between 
UV radiation and COVID-19 incidence, and after considering the many other factors that correlate with UV radiation discussed above, we 
conclude that it is premature to establish UV radiation as the key factor driving the seasonality of the COVID-19 pandemic.

59 For comparison, the recommended daily intake of vitamin D3 ranges from 400 IU to 800 IU/day in many countries.

6 Vitamin D and risk and severity of COVID-19

Vitamin D has important modulatory effects on the immune system that might reduce the risk and severity of COVID-19. The active 
form of vitamin D upregulates innate immunity by stimulating release of antimicrobial peptides, such as cathelicidin, which leads to an 
early defence against infection [78]. Vitamin D also influences the adaptive immune system, dampening down overproduction of pro-
inflammatory cytokines, which can result in severe complications and organ damage (a cytokine storm). Vitamin D might also influence 
outcomes from COVID-19 through effects on the renin angiotensin aldosterone system, with important effects on vascular function, 
hypertension and cardiovascular remodelling [79]. Observational studies [80] and randomised controlled trials [81,82] suggest a 
beneficial effect of vitamin D supplementation on the incidence and severity of acute respiratory tract infection, but there is relatively 
limited high-quality information about SARS-CoV-2 infection and/or COVID-19.

Meta-analyses of observational studies indicate inverse associations between 25(OH)D concentration and risk of SARS-CoV-2 positivity 
or COVID-19 disease or severity [83-86]. However, the quality of the observational studies has largely been low and heterogeneity high. 
Notable potential biases relate to lack of adequate control of confounders, self-reported SARS-CoV-2 positivity, and measurement of 
25(OH)D concentration many years before the SARS-CoV-2 outbreak. In addition, a range of assays, with potentially variable accuracy 
and precision, have been used to measure 25(OH)D concentration; thus, even if the association is causal, an optimal 25(OH)D 
concentration cannot be defined. 

Mendelian randomisation (MR) studies can overcome the bias introduced by confounding factors and timing of measurement. These 
studies assess associations between genetically determined, rather than measured, 25(OH)D concentration. The relatively small 
proportion of variability in 25(OH)D concentration explained by genetic variants necessitates a large sample size to give sufficient 
statistical power to detect small effect sizes. There have been two MR studies conducted within the COVID-19 host genetics initiative 
[87,88]. The sample size and genetic instruments used varied somewhat, but both arrived at the same conclusions; that is, there is no 
statistically significant evidence of a causal effect of 25(OH)D concentration on COVID-19 susceptibility or severity, but small effects 
cannot be ruled out. In the larger of the two studies (total cases 17,964) [88], the odds ratio (OR) for risk of infection for each standard 
deviation increase in 25(OH)D (using the genetic instrument that explained the most variability) was 1.04 (95% CI: 0.92, 1.18). The OR 
for severe disease (n=4336 cases) compared with population controls was 0.96 (95% CI: 0.64, 1.43). While there was no association 
with having 25(OH)D concentration <50 or <75 nmol/L (commonly used cut-points to define vitamin D deficiency or insufficiency, 
respectively) [88], a link with more severe vitamin D deficiency (e.g., 25(OH)D < 30 nmol/L) cannot be excluded.

Several randomised trials have examined the effect of supplementing hospitalised COVID-19 patients with vitamin D on disease 
outcomes, with heterogeneous findings. A randomised placebo-controlled trial in Brazil supplemented patients (n=240) with a large 
single oral dose of 200,000 IU of vitamin D3 or placebo59 [89]. There was no difference in the length of stay (primary outcome; median 
7 days in both groups) and no statistically significant difference in any of the secondary outcomes, specifically in-hospital mortality 
(vitamin D 7.6% vs placebo 5.1%; p=0.43), admission to the intensive care unit (16.0% vs 21.2%; p=0.30) or mechanical ventilation 
(7.6% vs 14.4%; p=0.09). Similarly, a study in Argentina did not find any benefit of high-dose vitamin D supplementation [90]. In this 
multicentre randomised controlled trial, 218 hospitalised patients with confirmed COVID-19, mild-to-moderate symptoms, and risk 
factors for progression were randomised to a single oral dose of 500,000 IU of vitamin D3 or placebo. There was no significant effect 
on the respiratory score of Sepsis-related Organ Failure Assessment (p=0.93), in-hospital mortality (4.3% vitamin D vs 1.9% placebo, 
p=0.45) or other secondary outcomes (length of stay and intensive care unit admission). In contrast, a pilot trial in Spain, in which 76 
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hospitalised patients were randomised to control (usual care) or supplementation with 0.532 mg of 25(OH)D (calcifediol) on the day of 
admission60, day 3, and day 7, followed by a weekly dose of 0.266 mg until discharge, observed reduced admission to intensive care 
in the supplemented group (2% vs 50%; p<0.001) [91]. An open-label trial61 in France, in which 254 hospitalised patients aged ≥65 
years were randomised to a single oral dose of 400,000 IU or 50,000 IU of vitamin D3, found reduced deaths at 14 days in the high-
dose group (6%) compared with the lower-dose group (11%) (p=0.049) [92]. In addition to the inconsistency in the findings, and some 
limitations related to trial design in some studies, all used very large bolus doses (i.e., a single dose given all at once) of vitamin D, which 
are largely uninformative about the effects of vitamin D obtained through sunlight or usual supplementation doses. 

In conclusion, the evidence supporting a role of vitamin D in the risk or severity of COVID-19 is currently inconsistent. In addition, 
there is limited information about the effect of severe vitamin D deficiency. Given the laboratory evidence supporting a role of vitamin 
D in the immune system, and the indications of benefit for other acute respiratory tract infections, it would be prudent to adopt a 
precautionary principle and develop policies to avoid vitamin D deficiency. However, routine supplementation of populations that are 
not experiencing vitamin D deficiency is currently not warranted.

60 For comparison, the typical recommended dose in clinical settings is 50–100 µg (0.05–0.1 mg).
61 An open-label trial is a medical study in which both investigators and trial participants are fully aware of which treatment group the participants are in and what treatments 

are assigned to them.

7 Effect of ambient air pollution on SARS-CoV-2 infections

Ambient air quality is affected by pollutants that are emitted into the air. Photochemical smog is formed when these pollutants are 
exposed to solar UV radiation [93]. Several studies reported a decrease in air pollution following the enforcement of lockdowns in many 
countries worldwide resulting in a reduction of excess mortality [94,95]. The progression of the COVID-19 pandemic may also have 
been affected by changes in ambient air pollution. A study that analysed the effect of air pollution on the 2002–2004 outbreak of severe 
acute respiratory syndrome (SARS), a disease which predated COVID-19 and was caused by the severe acute respiratory syndrome 
coronavirus 1 (SARS-CoV-1), yielded mixed and inconclusive results [96]. On the other hand, several recent studies indicate significant 
associations between air pollution and COVID-19 incidence and fatality rates [97-100]. While factors associated with infection have been 
well established, such as the proximity to infected persons in indoor spaces through airborne transmission [101], the question of the role 
of ambient air pollution in the spread of SARS-CoV-2 and the development of the pandemic is still unclear. For the USA, Wu et al. [102] 
found that higher historical exposures to PM2.5 (particles with a diameter of ≤ 2.5 micrometres) were positively associated with higher 
county-level COVID-19 mortality rates after accounting for many area-level confounders. Specifically, an increase of 1 µg m-3 in the long-
term average of PM2.5 was associated with a statistically significant 11% (95% CI: 6%, 17%) increase in the county’s COVID-19 mortality 
rate. Similarly, by analysing data from China for the period 19 January 2020 to 15 March 2020 and applying a lag of 21 days between 
COVID-19 diagnosis and death, Yao et al. [103] found that a higher case-fatality rate of COVID-19 was associated with higher (historical, 
2000-2016) daily concentrations of PM2.5 and PM10 (particles with a diameter of ≤ 10 micrometres). There are several biological pathways 
that have been proposed whereby exposure to outdoor air pollution may relate to transmission, host susceptibility, and disease severity 
[104,105]. Air pollution has been postulated to affect the viability and transport of viral particles in the air [106] and hence increase 
respiratory infections. It is also possible that air pollution could increase severity of COVID-19 through its contribution to chronic 
conditions—such as chronic respiratory disease, diabetes, and heart disease—and through long-term effects on immune system function 
[107]. However, the first results in well-established cohort studies indicate no direct association between exposure to air pollution and 
infection with SARS-CoV-2 [108]. Hence, the role of air pollution in the transmission and severity of the disease is still not well established 
and results from epidemiological and experimental studies that could elucidate this issue further are still lacking.
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8 Link between the Montreal Protocol and the inactivation of SARS-
CoV-2

While the Montreal Protocol has prevented run-away increases in solar UV radiation [Sect. 4.1 of Chapter 1, it may have also affected 
the inactivation rate of pathogens exposed to UV radiation. According to McKenzie et al. [109], the Montreal Protocol has averted 
increases of erythemal (sunburning) irradiances by approximately 20% between the early 1990s and 2018 at mid-latitudes. Under the 
presumption that the action spectrum measured by Biasin et al. [23] is correct, the sensitivity to changes in TCO should be similar for 
erythemal irradiance and the effective irradiance for the inactivation of SARS-CoV-2 virus particles (Sect. 4). This conclusion implies 
that inactivation times of SARS-CoV-2 viruses would be about 20% shorter today if the Montreal Protocol had not been implemented. 
However, a larger effect would be expected if the actual action spectrum were closer to that reported by Lytle and Sagripanti [24]. 
Whatever the actual sensitivity to changes in TCO may be, it is unlikely that this effect has any tangible consequences on the progress 
of the COVID-19 pandemic considering that: (i) fomites in the outdoors that are exposed to solar UV radiation provide the least likely 
mode of transmission; (ii) outdoor infections via exhaled droplets or aerosol are the exception; (iii) outdoor transmission in the few 
cases that have occurred were likely between people talking or acting in close proximity where inactivation times even in full sunlight 
are too long to have a significant effect; and (iv) the role of UV-B radiation in raising 25(OH)D levels, which may protect from severe 
disease progression, have not been convincingly documented (Sect. 6). On the other hand, the far-reaching, positive outcomes of the 
successful implementation of the Montreal Protocol for life on Earth [25,93,110-114] outweigh any potential advantage for disinfection 
by higher amounts of solar UV radiation. 

9 Gaps in knowledge

Our assessment identified the following gaps in knowledge:

• To date, the action spectrum for the inactivation of SARS-CoV-2 has been measured by only one group [23] and the experiment for 
establishing this spectrum has several weaknesses (Sect. 2). Furthermore, this action spectrum has a relatively large contribution from 
wavelengths in the UV-A range, in contrast to action spectra published for many other viruses [24]. The reason for this discrepancy is 
presently unknown and the measurements by Biasin et al. [23] have not been independently confirmed.

• Several groups have measured inactivation times of SARS-CoV-2 upon exposure to simulated UV radiation. While all studies 
confirmed the germicidal effects of UV radiation, the measured inactivation times vary widely and depend on many factors, including 
experimental setup, sample preparation, and the medium in which the sample is embedded (e.g., saliva, growth medium, or 
aerosol). Inactivation times have not been measured yet under solar radiation and the extrapolation of the laboratory studies to real-
world settings is therefore subject to large uncertainties.

• While many studies demonstrate inverse correlations between UV radiation and COVID-19 incidence or severity of disease, a 
convincing theory explaining these associations is still missing and the causative factors at play, and their relative contributions, are 
still unknown.

• It is not clear how research on the seasonality of common virus-caused diseases such as the common cold and influenza can be best 
applied to augment our understanding of the observed seasonality of COVID-19.

• While observational studies indicate inverse associations between 25(OH)D concentration and risk of SARS-CoV-2 positivity or 
COVID-19 severity, Mendelian randomisation studies have not found statistically significant evidence of a causal effect of 25(OH)D 
concentration on COVID-19 susceptibility or severity. Furthermore, randomised trials have generated mixed results. Hence, there is 
currently no reliable quantification of the role of vitamin D in reducing the susceptibility or severity of COVID-19.

• While several observational studies indicate significant associations between air pollution and COVID-19 incidence and fatality rates, 
results of well-established cohort studies indicate no association between long-term exposure to air pollution and infection with 
SARS-CoV-2. Hence, the role of air pollution in the transmission and severity of disease is still not well established.
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10 Conclusions

By preventing large increases in UV radiation, the Montreal Protocol may have also affected the inactivation rates of SARS-CoV-2 
exposed to solar UV radiation. Without the Montreal Protocol, these rates would have been larger; however, it is unlikely that this 
would have significantly changed the progression of the COVID-19 pandemic. The most reliable experimental data suggest that 90% 
of SARS-CoV-2 particles are inactivated by solar radiation within ~7 minutes for high sun and ~13 minutes for low sun. However, one 
cannot rely on the Sun’s germicidal effect in general and, in particular, early and late in the day, during winter, or at high latitudes during 
all seasons. There is evidence of an inverse relationship between ambient solar UV radiation and the incidence or severity of COVID-19, 
but the reasons for this inverse correlation have not been unambiguously identified as they can also be explained by confounders, such 
as ambient temperature, humidity, visible radiation, daylength, temporal changes in risk and disease management, and the proximity 
of people to other people. Observational studies indicate that higher concentrations of vitamin D (specifically 25(OH)D) in the blood 
are correlated with lower risk of SARS-CoV-2 positivity or severity of COVID-19. While reasons for this inverse relationship have not been 
established, a potential link between vitamin D status and disease severity cannot be excluded at this time. Considering that laboratory 
studies support the role of vitamin D in the immune system, it would be prudent to advocate policies to avoid vitamin D deficiency. 
However, routine supplementation of populations that are not experiencing vitamin D deficiency is currently not warranted.

Assessments on the effect of solar UV radiation on COVID-19 prevalence and severity are impeded by: the uncertainty of the action 
spectrum for the inactivation of SARS-CoV-2; the lack of measurements of inactivation rates of SARS-CoV-2 under solar radiation; the 
dearth of controlled clinical trials investigating the causes of the inverse association between ambient UV radiation and incidence or 
severity of COVID-19, which is indicated by observational studies; and the inconsistency between the results of observational studies 
and randomised trials concerning the role of vitamin D and air pollution in the incidence and progression of COVID-19.
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List of abbreviations 

25(OH)D 25  25-hydroxy vitamin D

CI  confidence interval

CIE  Commission Internationale de l’ Éclairage (engl.: International Commission on Illumination)

COVID-19 coronavirus disease 2019

DNA  deoxyribonucleic acid

EEAP  Environmental Effects Assessment Panel

gMEM  Glasgow’s Minimum Essential Medium

LED  light-emitting diode

NB-UVB  narrow-band ultraviolet-B 

PM2.5  particulate matter composed of particles that have a diameter less than 2.5 micrometres

PM10  particulate matter composed of particles that have a diameter less than 10 micrometres

RAF  Radiation Amplification Factor

RH  relative humidity

RNA  ribonucleic acid

SARS-CoV-1 severe acute respiratory syndrome coronavirus 1

SARS-CoV-2 severe acute respiratory syndrome coronavirus 2

SZA  solar zenith angle

TCO  total column ozone

TEMIS  Tropospheric Emission Monitoring Internet Service

TUV  Tropospheric Ultraviolet and Visible

UV-A  Ultraviolet-A (315–400 nm)

UV-B  Ultraviolet-B (280–315 nm)

UV-C  Ultraviolet-C (100–280 nm)

UVI  Ultraviolet Index

VIS  Visible (radiation)

WMO  World Meteorological Organization
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Summary

This assessment by the Environmental Effects Assessment Panel (EEAP) of the Montreal Protocol under the United Nations Environment 
Programme (UNEP) evaluates the effects of UV (UV) radiation on human health within the context of the Montreal Protocol and its 
Amendments. We assess work published since our last comprehensive assessment in 2018. Over the last four years gains have been 
made in knowledge of the links between sun exposure and health outcomes, mechanisms, and estimates of disease burden, including 
economic impacts. Of particular note, there is new information about the way in which exposure to UV radiation modulates the immune 
system, causing both harms and benefits for health. The burden of skin cancer remains high, with many lives lost to melanoma and many 
more people treated for keratinocyte cancer, but it has been estimated that the Montreal Protocol will have prevented 11 million cases 
of melanoma and 432 million cases of keratinocyte cancer that would otherwise have occurred in the United States in people born 
between 1890 and 2100. While the incidence of skin cancer continues to rise, rates have stabilised in younger populations in some 
countries. Mortality has also plateaued, partly due to the use of systemic therapies for advanced disease. However, these therapies are 
very expensive, contributing to the extremely high economic burden of skin cancer, and emphasising the importance and comparative 
cost-effectiveness of prevention. Photodermatoses, inflammatory skin conditions induced by exposure to UV radiation, can have a 
marked detrimental impact on the quality of life of sufferers. More information is emerging about their potential link with commonly 
used drugs, particularly anti-hypertensives. The eyes are also harmed by over-exposure to UV radiation. The incidence of cataract 
and pterygium is continuing to rise, and there is now evidence of a link between intraocular melanoma and sun exposure. It has been 
estimated that the Montreal Protocol will have prevented 63 million cases of cataract that would otherwise have occurred in the United 
States in people born between 1890 and 2100. Despite the clearly established harms, exposure to UV radiation also has benefits for 
human health. While the best recognised benefit is production of vitamin D, beneficial effects mediated by factors other than vitamin 
D are emerging. For both sun exposure and vitamin D, there is increasingly convincing evidence of a positive role in diseases related 
to immune function, including both autoimmune diseases and infection. With its influence on the intensity of UV radiation and global 
warming, the Montreal Protocol has, and will have, both direct and indirect effects on human health, potentially changing the balance of 
the risks and benefits of spending time outdoors.

1 Introduction

The Montreal Protocol on Substances that Deplete the Ozone Layer and its Amendments (most recently Kigali in 2016) have prevented 
substantial depletion of stratospheric ozone and facilitated its recovery, with a marked effect on ultraviolet (UV) radiation and reduction 
in global warming. In the absence of the Montreal Protocol the erythemally weighted UV irradiance, indicated by the UV Index, would 
have increased by up to 20% between 1996 and 2020 in the region where most of the world’s population lives (between 50 °N and    
50 °S of the equator) [1]. With the Montreal Protocol it is projected that UV radiation will decline at mid-latitudes over the remainder 
of the 21st century, although in urban areas where air quality is improving, UV radiation at the Earth’s surface is likely to increase. The 
Montreal Protocol has contributed to a reduction in global warming, as the ozone-depleting chemicals controlled under the Protocol 
are also potent greenhouse gases.

The changes brought about by the Montreal Protocol have important effects on human wellbeing, both directly and indirectly. In this 
assessment we focus largely on direct effects due to human exposure to UV radiation, but human health is also influenced by air quality 
[2] and impacts of UV radiation on terrestrial [3] and aquatic [4] ecosystems, and materials [5]. Direct effects occur due to ozone-driven 
changes in the intensity of UV radiation, influencing the time outdoors before damage to the skin and eyes occurs. These changes in 
UV irradiance, along with climate change, influence sun exposure and sun protection behaviour. However, changes in health outcomes 
linked to UV radiation also need be considered within the context of broader societal influences and changes in health service use. For 
example, over the past several decades day-to-day occupational and recreational activities have moved predominantly indoors, but in 
many countries with temperate climates, annual holidays in regions with high ambient UV radiation have become common and use of 
sunbeds has increased. Alongside this, the sun protection factor of sunscreens has increased and the public has been educated about 
how to protect the skin from the sun. In developed countries, changing practices in screening and diagnosis, particularly for skin cancer, 
make a considerable contribution to the observed trends. It is thus challenging to attribute trends in human health solely to changes in 
ambient UV radiation. However, with the increases in UV radiation that would have occurred in the absence of the Montreal Protocol, 
balancing the risks and benefits of sun exposure would have presented a far greater challenge. 
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We present an assessment of findings regarding the effect of UV radiation on health published since our previous Quadrennial 
Assessment [6]. This assessment is not a systematic literature review. Rather, we conducted a broad critical assessment of the literature to 
identify publications containing information that may be of interest to policy makers whose remit is to make decisions about controls of 
ozone-depleting substances.

2 New knowledge about mechanisms underpinning the effects of UV 
radiation on health

2.1 Genes and skin cancer
Skin cancer arises primarily as a consequence of UV-induced DNA damage that remains unrepaired, combined with immune 
suppression (Fig. 1). The past decade has seen an in-depth discovery of the genetic basis of skin cancers. Cutaneous melanomas carry 
distinct UV radiation mutational signatures (C>T substitutions at TpC dinucleotides (mutated base underlined), C>T substitutions at CpC 
and CpC dinucleotides, and high levels of T>C and T>A mutations (Appendix Fig. 1); the latter mutations may be caused by indirect 
DNA damage following exposure to UV radiation [7]. Melanocytes, from which melanomas arise, contain over 2000 genomic sites 
that are up to 170-fold more susceptible to UV radiation-induced damage than the average site in the genome [8]. These may serve as 
genetic dosimeters (i.e., indicators of UV radiation dose), which could be developed as a tool to determine risk of melanoma and thus 
the need for surveillance.

Until recently it was believed that cyclobutane pyrimidine dimers (CPDs) could only be formed during exposure to UV radiation. 
New studies have shown that CPDs can be formed after UV radiation exposure has ended, with maximal expression 2-3 hours post-
irradiation, including in human skin in vivo [9].  These “dark CPDs” are formed by chemiexcitation, in which energy from UV radiation 
photons is transferred to chemical intermediates, including melanin intermediates, which then transfer energy to DNA, resulting in CPD 
formation. The biological significance of dark CPDs is unknown. 

Many genetic loci associated with the risk of melanoma have been discovered. Additional variants have been identified through the 
use of multi-trait analysis of genome-wide association studies. Of note, new variants include those related to autoimmune traits; further 
functional analyses of these may identify new targets for chemoprevention of melanoma [10]. This method has also been used to identify 
new loci underpinning risk of keratinocyte cancer. Most variants affect both basal cell carcinoma (BCC) and squamous cell carcinoma 
(SCC) (collectively called keratinocyte cancer (KC)), demonstrating their shared susceptibility [11]. Loci in pigmentation, DNA repair and 
cell-cycle control, telomere length and immune response pathways have been identified. 

Fig. 1 Skin cancer arises primarily as a consequence of direct and indirect (via reactive oxygen species) DNA damage and 
immune suppression. (Figure created by Rachael Ireland).
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2.2 The role of UV radiation-induced immune modulation in the harms and benefits of sun         

               exposure
Many of the harmful and beneficial effects of exposure to UV radiation are mediated through UV-induced effects on the immune system, 
both locally and systemically. Our immune system is responsible for protecting us from pathogens and destroying aberrant (potentially 
malignant) cells. At the same time, it must self-regulate to avoid over-reactions to pathogens, and to tolerate ‘self’ by not attacking 
self-antigens that could lead to autoimmune diseases. In most people, exposing the skin to UV radiation suppresses local (skin) immune 
processes, enabling malignant cells to escape immune control, but it also upregulates antimicrobial processes in the skin. It also 
suppresses aberrant immune responses systemically; i.e. in other, non-sun exposed, parts of the body. Exposure to UV radiation is thus 
‘immune modulatory’ rather than solely ‘immune suppressive’.

2.3 Mechanisms and consequences of UV radiation-induced modulation of immunity
Modulation of the immune system occurs through the direct or indirect activation of cells that reside within the epidermis and dermis, 
including epidermal keratinocytes, dendritic cells such as Langerhans’s cells, dermal lymphocytes, nerves, and mast cells [12]. Indirect 
pathways include UV radiation-induced changes in the action of cytokines and other mediators of the immune response, such as nitric 
oxide, cis-urocanic acid, ligands of the aryl hydrocarbon receptor, platelet-activating factor (PAF), prostaglandin E2, antimicrobial 
peptides, and vitamin D [13]. Some of these mediators lead to the recruitment of circulating immune cells from the blood. For example, 
following a sunburn (see Sect. 3.2), the skin is rapidly infiltrated by neutrophils, the most abundant leucocyte (white blood cell) in the 
circulation. Neutrophil infiltration peaks at ~24 hours after exposure to an inflammatory (3 minimal erythema dose (MED)) dose of 
broadband UV-B radiation, returning to baseline 7-14 days later [14]. Neutrophils perform important anti-bacterial functions which, 
together with the induction of anti-microbial peptides, partly explains why skin infections are uncommon following exposure of the 
skin to UV radiation. UV-recruited neutrophils also produce anti-inflammatory cytokines such as IL-4 which leads to local immune 
suppression. 

Dendritic cells in the skin capture, process and present antigens to other immune cells, initiating an immune response. They are versatile 
and ‘plastic’ in their ability to take up, process and present foreign and tumour antigens to T cells. It is this property that makes dendritic 
cells the ‘conductors’ of the adaptive immune response. In response to UV radiation, dendritic cells and mast cells migrate from the 
site of exposure to the lymph nodes that drain the skin. There, they regulate T cell-dependent responses (reviewed in [15]) and activate 
immune regulatory B cells (BRegs – Fig. 2) [16]. Importantly, in mouse models and using solar-simulated UV radiation, blocking this UV 
radiation-induced migration of mast cells [17] and/or the activity of UV-activated B cells [18] prevents carcinogenesis induced by UV 
radiation. Other regulatory immune cells are also activated and may migrate back to UV-irradiated skin [14]. There they suppress the skin 
and anti-tumour immune responses, modulate inflammation, potentially enhancing wound healing [19], and/or proliferate and migrate 
into the circulation (reviewed in [12]). Together, these events explain why UV radiation is considered a complete carcinogen; it is able to 
both mutate DNA and suppress the anti-tumour immune response. 

Research published since our last assessment [6] has highlighted new mechanisms by which exposing the skin to UV radiation influences 
immunity, including upregulation of lipids, changes in white blood cells, and alterations in the skin microbiome and transcriptome. 
Exposing the skin to solar-simulated UV radiation causes an increase in the production of immunomodulatory lipids such as platelet-
activating factor (PAF) and PAF-like species [20]. These bioactive lipids, and changes in lipid metabolism, directly affect immune-cell 
phenotype and function, including increasing the production of cytokines that suppress the immune system (Fig. 2). In addition, 
activation of the PAF receptor in human skin induces the release of large numbers of microvesicle particles [21]. These may transport PAF 
and other bioactive chemicals from epidermal keratinocytes to distant immune cells and organs, thus effecting UV-B-mediated systemic 
immune modulation [21]. This discovery provides crucial insight into the mechanism by which exposure to UV-B radiation alters the 
immune system at sites that are not directly exposed to the radiation. 

The effects of exposure to UV radiation on white blood cell (leukocyte) subsets in blood have been recently reviewed [13]. Exposure 
of mice to a single 8 kJ m-2 dose of solar-simulated UV radiation induces changes in the number, phenotype and function of these cells 
in both the innate and adaptive immune systems that typically lead to reduced activity and capacity to recirculate [22], consistent with 
benefits for immune-mediated disorders such as multiple sclerosis (MS) and potentially COVID-19 [23]. 

Several studies have identified seasonal changes in the number of leukocytes and have found the overall inflammatory milieu to be more 
pro-inflammatory in winter and anti-inflammatory in summer. While vitamin D is known to have effects on immune function, the effects 
on leukocytes were independent of vitamin D status (reviewed in [13]). In support of this work, a randomised controlled trial (RCT) of 
low dose (400 IU/day) vitamin D3 supplementation (compared to placebo) in vitamin D-deficient (mean 25-hydroxy vitamin D [25(OH)
D73] blood concentration=36.1 nmol L-1) but otherwise healthy participants in Aberdeen, Scotland, found seasonal variation in natural 
T-regulatory cell populations and functions that was independent of blood 25(OH)D concentration [24]. 

UV irradiation of the skin causes changes in the skin microbiome [25] and transcriptome (the set of coding and non-coding RNA in cells) 
[26]. In people with atopic dermatitis (the most common type of eczema), 12 to 25 treatments over 6 to 8 weeks with narrowband 
UV-B radiation caused a shift to greater microbial diversity accompanied by reduced skin inflammation [25]. Irradiation of the skin of 

73 25(OH)D is the metabolite measured to determine vitamin D status
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seven healthy male volunteers (skin type II) using solar-simulated UV radiation and doses equivalent to 0, 3 and 6 standard erythemal 
doses (SED) led to altered expression, mainly upregulation, of multiple genes (primarily related to DNA repair and apoptosis, immunity 
and inflammation, pigmentation, and vitamin D synthesis) [26]. The number of genes affected increased with increasing dose of UV 
radiation. UV-B (280-320 nm) and UV-A1 (340-400 nm) had similar effects on gene expression. 

An abnormal cutaneous response to exposure to UV radiation may result in overactive immune responses to substances in the skin, 
resulting in UV-induced allergic skin conditions [27]. Evidence is also accruing to suggest that dysfunction of the skin’s innate immune 
system contributes to some photodermatoses, including conditions aggravated by sun exposure such as systemic lupus erythematosus 
(SLE) [28] and rosacea [29] (Sect. 4.3). Abnormalities of innate immunity can explain the enhanced UV-B-induced keratinocyte damage 
observed in cutaneous manifestations of SLE [28], and the inflammatory response to UV-B-induced keratinocyte damage in rosacea [29]. 

Recent studies show that irradiating the skin of mice with UV-B radiation can lead to changes in distant organs. One study demonstrated 
changes in gene expression in the kidney, upregulating inflammatory responses [30]. This may be one mechanism by which sun 
exposure in people with SLE causes acute exacerbation of nephritis (inflammation of the kidney). In another study in mice, chronic 
exposure of the skin to broadband UV-B radiation (100–300 m J cm-2 for 3 days per week for 10 weeks) significantly reduced levels of 
dopamine and related enzymes (tyrosine hydroxylase and dopamine beta-hydroxylase) in the blood and adrenal glands and induced 
marked damage in the adrenal medulla [31]. These studies add to our emerging understanding of wide-ranging systemic effects of 
exposing the skin to UV radiation, noting that studies in mice do not always translate to humans but also that similar studies in humans 
may not be feasible. 

Fig. 2 Ultraviolet radiation is immunomodulatory. The absorption of UV radiation by chromophores in the skin directly and 
indirectly activates cells in the epidermis and dermis, including keratinocytes, Langerhans cells (LCs), mast cells and dermal 
lymphocytes. Exposing the skin to UV radiation stimulates keratinocytes and mast cells to release microvesicle particles, 
cytokines and immunomodulatory lipids such as platelet activating factor (PAF), which induce neutrophil and monocyte 
infiltration into the skin and can affect distant, non-skin cells. Skin mast cells and dendritic cells migrate into the skin-draining 
lymph nodes where they activate regulatory phenotypes (e.g. Breg). Elevated sphingosine-1-phosphate (S1P) lipid levels 
in the draining lymph nodes after exposure of the skin to UV radiation also contribute to systemic immune suppression by 
preventing lymphocyte circulation. UCA, urocanic acid; 5-HT, 5-hydroxytryptamine; PG, prostaglandin.  (Figure created by 
Rachael Ireland).
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3 Harms of exposure to UV radiation

Human exposure to UV radiation causes harms to the skin and eyes. For the skin in particular, the risks vary according to skin 
pigmentation. People with deeply pigmented skin are at particularly low risk of UV-induced skin cancer, due to the type of melanin and 
the degree of pigmentation. In contrast, people with lightly pigmented skin are at markedly increased risk of skin cancer, particularly if 
they reside in areas with high ambient UV radiation. Low-dose repeated exposures to UV radiation can increase pigmentation and skin 
thickness, offering some protection against skin damage during subsequent exposures, a concept called habituation. However, the 
protection afforded is modest, with photoprotection factors (interpreted similarly to the sun protection factor (SPF) used for sunscreens) 
of 2-3 for people with darker skin at high northern latitudes and 10-12 for people with lighter skin types at lower European latitudes (e.g. 
35°North) [32].

3.1 Skin cancer

3.1.1 The association between exposure to UV radiation and skin cancer
Exposing the skin to UV radiation is the primary modifiable cause of melanoma and KC. The main mechanisms underlying UV-induced 
tumourigenesis are DNA mutation, suppression of anti-tumour immune responses, and promotion of cutaneous inflammation. However, 
the patterns of exposure that give rise to these tumours, and the proportion estimated to be attributable to exposure to UV radiation, 
differ by geographic location, skin type, and tumour type.

The association between sun exposure and melanoma is complex, and appears to differ according to the site of the tumour. A recent 
study supports the dual pathway hypothesis, where melanoma on sites that are less frequently exposed to the sun occurs in people 
with many naevi (moles), whereas melanomas on the head and neck are associated with cumulative sun exposure [33,34]. Despite their 
complex association with pattern and dose of sun exposure, 75% of melanomas globally are estimated to be attributable to population 
exposure to excess UV radiation compared with a reference population [35]. This figure is higher in countries with higher ambient UV 
radiation, particularly Australia and New Zealand (96%) [35], than in those where the intensity of UV radiation is lower, such as Canada 
(62%) [36] and France (83%) [37]. In people with skin of colour, melanomas tend to occur on the palms of the hands, soles of the feet, 
and mucosal surfaces, and UV radiation is not a risk factor for these lesions [38].

With respect to KCs, SCCs have a straightforward association with cumulative exposure to UV radiation. The pattern of exposure that 
gives rise to BCC is less well established, but intermittent exposure in both childhood and adulthood appears to play an important role. 
This notion is supported by a recent meta-analysis that found stronger associations between sunburns and sunbathing in adulthood and 
BCC than was apparent for SCC. Sunburn in adulthood was associated with a 1.85-fold increased risk of BCC (95% CI 1.15-3.00) and a 
1.41-fold increased risk of SCC (95% CI 0.91-2.18). Similar findings were reported for sunbathing in adulthood [39]. Nevertheless, one 
study did find that cumulative sun exposure was associated with BCC but the association with exposure before the age of 25 years of 
age was stronger than the association with exposure in adulthood [40]. There is little information about the link between exposure to UV 
radiation and risk of KC in people with skin of colour. Studies in east Asia suggest associations with measures of sun exposure, such as 
UV Index, outdoors occupational exposure, and lifetime exposure, but the quality of the studies is low to moderate. There are no studies 
in people with black skin [41].

The strong association between exposure to UV radiation and KC, combined with high prevalence of exposure, translates into a 
very high proportion of KCs being attributable to this exposure factor. In Canada, estimates suggested that 81% of BCCs and 83% of 
SCCs diagnosed in 2015 were attributable to exposure to UV radiation [39]. Easily modifiable risk factors were responsible for BCC in 
particular; 19% of BCCs were attributable to sunburn in adulthood and 28% to adult sunbathing (the equivalent values for SCC were 10% 
and 17%).

Outdoor workers are at particular risk of developing KC [42]. In a systematic review, 18 of the 19 included studies suggested an 
increased risk of KC among outdoors workers, although estimates were imprecise in many studies [43]. In Canada 6% of KCs in 2011 
were attributed to occupational exposure to UV radiation [44]. This is similar to previous studies, where in women 1% of skin cancer (i.e., 
KCs and rare skin cancers) cases and 4% of skin cancer deaths were attributable to exposure to UV radiation in an occupational setting. 
The equivalent numbers for men were 7% of cases and 13% of deaths [45,46]. 

A possible synergistic effect of simultaneous exposure to UV radiation and excessive alcohol consumption on sunburn and skin damage 
has previously been raised in epidemiological studies (reviewed in [47]). New work in mouse models and using human skin explants 
suggests that this is not due to alcohol-induced risky sun exposure behaviour, but rather that synergistic metabolic pathways induce 
more DNA mutations and immune dysfunction [47].
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3.1.2 Skin cancers avoided by the Montreal Protocol
Estimates from the United States Environmental Protection Agency indicate that the Montreal Protocol will have prevented 11 million 
cases of melanoma and 432 million cases of KC that would have occurred in the United States in people born between 1890 and 2100 
[48]. The model estimated that cohorts born in 2040 or later will not experience any excess incidence of skin cancer caused by the 
effects of ozone depletion, assuming continued compliance with the Montreal Protocol. While this highlights the critical importance 
of the Montreal Protocol, an important limitation is that these estimates assume no changes in sun exposure behaviour and skin cancer 
surveillance, and no changes in population structure, such as in the distribution of skin types. Other limitations include uncertainty 
regarding stratospheric ozone trends, the impacts of climate change, and the action spectrum for skin cancer development.

3.1.3 Geographic variability in the incidence of melanoma
Worldwide in 2020 an estimated 325,000 new cases of invasive melanoma were diagnosed and 57,000 people died from melanoma 
[49]. The estimated age-standardised (World Standard) incidence per 100,000 people per year of invasive cutaneous melanoma was 
3.8 for men and 3.0 for women. Incidence was highest in Oceania (30.1) and lowest in Africa (0.9) and Asia (0.42). Australia and New 
Zealand continue to report the highest incidence of all countries (Fig. 3), and the highest burden in terms of disability-adjusted life years 
(DALYs) lost, followed by North America and Europe [50,51]. 

In 2018 it was estimated that melanoma accounted for 1.6% of all new cancer cases and was responsible for 0.6% of all cancer deaths 
worldwide [52]. In comparison, the most common cancer at that time (lung), excluding keratinocyte cancer, was responsible for 11.6% 
of cases and 18.4% of deaths. The cumulative risk of developing melanoma (birth to age 74 years, globally) was estimated to be 0.39% 
in men and 0.31% in women (noting that this is an average of the markedly different risks in people with light and dark skin); estimates 
of the cumulative risk of death from melanoma were 0.08% for men and 0.05% for women [52]. Melanoma constituted 11% of all cancer 
cases in Australia in 2019, and was responsible for 2.7% of deaths from cancer [53]. In Europe in 2018, melanoma accounted for 3.7% of 
all cancer cases (men: 3.5%; women: 3.9%), and was responsible for 2.5% of deaths from cancer (men: 3.2%; women: 1.9%) [54]. 

By 2040 the number of new melanoma cases globally is predicted to increase to 510,000 per year and deaths to 96,000, assuming 
changes in population size and age structure but no change in the incidence rates [49].

Fig. 3 Estimated age-standardised incidence rate (world-standard population) of invasive cutaneous melanoma in the year 
2020, by world region: (A) men; and (B) women (Data from the Global Cancer Observatory Database).
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3.1.4 Trends in the incidence of melanoma, based on published reports
Trends in melanoma incidence need to be interpreted in light of changing surveillance practices. In the United States [55,56], 
Australia [57], and Europe [58,59] there has been a much greater increase in the incidence of in situ (confined to the epidermis) and 
thin melanomas compared with thick melanomas. The increase in melanoma incidence has also greatly outstripped increases in the 
mortality rate. These patterns are thought to reflect the detection of lesions that are unlikely to cause significant morbidity or mortality 
within a person’s lifetime, a phenomenon known as over-diagnosis, which is occurring due to the combined effect of an increase in 
skin examinations, lower clinical thresholds for taking a biopsy of pigmented lesions, and lower pathological thresholds for diagnosing 
melanomas [60,61]. Over-diagnosis of melanomas could lead to an under-estimate of the impact of the Montreal Protocol.

Recent trends in incidence of melanoma vary across populations. Incidence increased in the United Kingdom, Norway, Sweden and 
Canada (1982-2015) [62], particularly the Eastern Newfoundland and Labrador provinces (2007-2015) [63], and in France (1990-2018) 
[64]. Of recent reports from Eastern Europe, those from Lithuania (1991-2015) [65], Ukraine (2002-2013) [66], and the Czech Republic 
(1977-2018) [67] described increases for all age groups and in both men and women, while a study from Hungary found increases 
between 2011 and 2015 followed by a significant decrease between 2015 and 2019 [68]. For Australia, New Zealand and Denmark 
(1982-2015) there is a recent trend of stabilising or even declining incidence, likely due to concerted efforts in primary prevention over 
the past 2-4 decades [62].

While incidence is very low in China and South Korea, small increases in incidence were noted (from 0.4/100,000 in 1990 to 
0.9/100,000 in 2019) in China [69] and in South Korea (from 2.6/100,000 in 2004 to 3.0/100,000 in 2017) [70]. In China in 2017, the 
highest incidence rates were recorded for the eastern and northeast provinces compared with the western provinces, a trend which 
may be due to heightened awareness and greater access to medical services in these regions [71]. A study from Singapore reported 
very low incidence among Chinese, Malay and Indian Singaporeans [72]. 

A study of trends in melanoma incidence using data from the Surveillance, Epidemiology, and End Results (SEER) program in the United 
States showed that across all ethnicities incidence stabilised between 2010 and 2018 (average annual percent change [AAPC], 0.39%; 
95% CI, -0.40% to 1.18%), following five decades of continuous increases [73]. However, the incidence of the thickest melanomas 
(T4, >4.0 mm) continued to rise (AAPC 3.32%; 95% CI, 2.06%-4.60%). Populations with lower socioeconomic status or from minority 
groups were more likely to have thicker melanomas over the time period examined, likely due to poorer access to screening and early 
detection activities. While the incidence of melanoma in children is very low, between 2000 and 2015 in the United States declines in 
incidence were reported for children aged 10-19 years, while incidence in younger children remained stable [74].

Several studies have reported different trends according to age. Studies from Canada [75], Italy [76], and England [77] report increases 
in incidence in older age groups, possibly at least partly due to longer life-span, but a stabilisation or decline in younger age groups. 
In contrast, a Finnish study of melanoma incidence in children and adolescents reported a four-fold increase between 1990 and 2014, 
most notable among adolescents [78]. It is unclear whether this represents a true increase or is due to changes in diagnostic criteria 
and/or cancer registry coverage.

3.1.5 Trends in incidence of melanoma according to age: analysis of Global Cancer                    

               Observatory data
It is difficult to compare trends in incidence of melanoma based on reports from the published literature due to the use of different 
populations for standardising age, as has been noted in the Panel’s annual assessments 2019-2021 [79-81]. We therefore extracted 
population-based registry statistics for six high-risk populations with data available for the period 1982-2016 (namely Australia, United 
States Whites, Norway, Sweden, Denmark and the United Kingdom) from the Global Cancer Observatory (age standardised to the 
World Standard Population) [82]. While incidence began to stabilise in Australia after 2005, it continues to increase in the other 
countries for both men (Fig. 4A) and women (Fig. 4B). However, there is marked variation with age, with modest increases among 
people aged less than 50 years (Fig. 4C and 4D) and much more notable increases among older age groups (50 years and over) (Fig. 
4E and 4F). For Australia only, there has been a decline in incidence among younger age groups that began around 2007. In the most 
recent 10-year period, the estimated average annual percent change in incidence was highest for Norway (4.0% for men and 4.2% 
for women) and Sweden (3.8% for men and 4.0% for women). These trends are attributable to population-specific changes in time 
outdoors and implementation of sun-protection programs; these will influence trends into the future as younger cohorts, who have been 
exposed to these behavioural changes from a younger age, enter middle and older age.
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Fig. 4 Age standardised incidence rate (ASIR, World) of invasive cutaneous melanoma 1982-2016 in 6 populations [Australia, 
United States Whites, Norway, Sweden, Denmark and United Kingdom (England and Wales)] from 1982-2016. Trends 
presented separately for men and women, and for all ages and separately for those <50 years and ≥50 years.

3.1.6 Trends in melanoma mortality
Trends in mortality are underpinned by changes in incidence and case-fatality rates. The latter has been decreasing markedly in some 
countries in recent years due to the introduction of new and highly effective systemic therapies for advanced melanoma [83], and this 
will continue to affect mortality rates with increasing use for earlier stage disease.

A study using data from the WHO Mortality Database covering 31 countries over the time period 1985 to 2015 reported an overall 
increase in melanoma mortality for men in all countries, in contrast with stable or declining rates in women [84]. For the most recent 
time period (2013-2015) the median mortality rate was 2.6 deaths per 100,000 for males and 1.6 per 100,000 for females; the highest 
mortality rates were recorded for Australia and Norway for men, and Norway and Slovenia for women (noting that New Zealand, which 
has the highest mortality globally, was not included in the report). The increase in most countries reflected increasing mortality rates in 
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people aged 50 years or older; mortality rates were generally stable or declining in younger age groups. The latter trend likely reflects 
lower incidence among younger birth cohorts exposed to lower cumulative exposure to damaging UV radiation. A separate report for 
Spain over the period 1982-2016 showed a similar trend, with mortality rates stabilising in men and women younger than 64 years from 
the mid-90s, while rates continued to rise in older age groups [85]. 

Recent declines in melanoma mortality have been reported for New Zealand (2015-2018) [86] and China (1990-2019) [69], but 
increases were reported for the Netherlands (1950-2018) [87] and Brazil (1996-2016) [88], while mortality was stable in France (1990-
2018) [64] and South Korea (2014-2017) [70]. These disparate trends are difficult to interpret given heterogeneity in the introduction 
(and timing thereof) of new systemic treatments (particularly immunotherapy about 10 years ago) across jurisdictions. 

3.1.7 Trends in the incidence of Merkel cell carcinoma
Merkel cell carcinoma (MCC) is a rare skin cancer that may be associated with exposure to UV radiation. An increase in the incidence of 
MCC between 1997 and 2016 has been reported for the United States, Norway, Scotland, New Zealand, and Queensland, Australia at 
a rate of 2 to 4% per year [89]. Increases have been greater in Brazil, with average annual percent change from 2000 to 2017 of 9.4% for 
men and 3.1% for women [90]. These findings are consistent with an earlier report covering 20 countries for the period 1990-2007 [91]. 
The increase in the United States has been attributed to three factors: increased detection, an ageing population, and higher exposure 
to UV radiation in more recent birth cohorts [92]. 

The cause of MCC is not well understood; the Merkel cell polyomavirus (MCPyV) is clonally integrated in up to 80% of tumours [93]. 
While several studies have reported more mutations in MCPyV-negative tumours (dominated by UV signature mutations) [93,94], a new 
study based on 9 tumours reported more mutations in MCPyV-positive compared to MCPyV-negative tumours [95]. Because MCC is 
such a rare tumour, all existing studies are based on limited tumour series, and further studies using larger sample sizes are needed to 
understand the role of exposure to UV radiation in the aetiology of these cancers.

Survival from MCC is much lower than for melanoma (50% at 5-years for local and <14% for metastatic disease [96]), although 
immunotherapy trials are reporting improved outcomes [97-99]; the costs of treatment are likely to increase if these therapies are widely 
adopted.

3.1.8 Trends in incidence of keratinocyte cancer
Accurately reporting the burden, incidence, and trends in KC remains a challenge. KCs are not routinely reported in most cancer 
registries. Further, people frequently experience more than one lesion, but this multiplicity is often not considered, with only the first 
lesion in a person being reported. Accounting for multiple KCs per person results in an approximately 50% increase in incidence rates 
[100,101].

An analysis of Global Burden of Disease data found that in 2019 KC was the most common cancer globally, affecting almost 3 times as 
many people as the next most common cancer (lung – 2.2 million people) [102,103]; there were ~6.4 million new patients with KC. 
Death due to BCC is very rare, but ~56,000 people died due to SCC. The burden of disease, as measured by DALYs, increased by 
almost 25% between 2010 and 2019.

Age-standardised incidence rates of KC are highest and increasing in Australia and New Zealand [104-107], with age-standardised rates 
as high as 1907/100,000 (standardised to the 2001 Australian population). In Europe, increasing incidence of KC has been reported. 
For example, in Iceland there was a 2 to 4-fold increase in the incidence of BCC [108] and a 16-fold increase in incidence of SCC 
between 1981 and 2017 [109], attributed to increased holidays to destinations with high ambient UV radiation and use of sunbeds. In 
Serbia between 1999 and 2015 there was an annual increase in KCs of 2.3% [110]. In the United Kingdom, SCC incidence increased by 
31% and BCC by 21% between 2004 and 2014 [111]. In the United States the incidence of KC increased from 1990 to 2004, but then 
remained fairly stable from 2005 to 2019 [112]. 

Among populations with predominantly light skin, the lifetime risk of KC is much higher in areas with high ambient UV radiation. In the 
United Kingdom, where ambient UV radiation is comparatively low, lifetime risk is estimated to be 20% [113]. In contrast, lifetime risk in 
Australia, where the ambient UV radiation is high, is estimated at 69% (73% for men and 65% for women) [114].

Benign and premalignant keratinocyte lesions caused by sun exposure add an additional burden to the already high cost of skin cancer 
for healthcare systems and individuals. The prevalence of actinic keratosis (benign lesions) is high and estimated to be between 25% 
(in a general practice population in Switzerland) and 29% (in patients attending dermatology outpatient clinics in Spain) in European 
populations [115,116]. The incidence of in situ skin cancers (premalignant lesions) is also increasing, and in some countries the incidence 
of these lesions is increasing more rapidly than that of invasive cancers. For example, in the Netherlands the incidence of SCC increased 
by 6-8% per year between 2002 and 2017, compared with a 12-14% annual increase since 2010 for SCC in situ [101,117].
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3.1.9 Risks of skin cancer in people who are immunosuppressed
Immunosuppression is a risk factor for melanoma, BCC and SCC. Populations with compromised immunity at increased risk include 
organ transplant recipients [118], those diagnosed with HIV/AIDS (4-fold increased risk of melanoma) [119,120], and those treated for 
rheumatoid arthritis (~1.3-fold increased risk of KC and melanoma) [121], inflammatory bowel disease (~1.5-fold increased risk of KC), 
and some lymphoproliferative disorders including non-Hodgkin lymphoma and chronic lymphocytic leukemia (~2-fold increased risk 
of melanoma) [122]. In solid-organ transplant recipients the magnitude of the increased risk differs between skin cancer types: the 
increased risk in a high ambient UV radiation environment is 2- to 3-fold for melanoma, 6- to 10-fold for BCC, and as high as 100-fold for 
SCC [123].

3.1.10 Costs associated with skin cancer management
The average paid and unpaid productivity loss per premature death from melanoma in Europe is estimated to be €450,694 [124], the 
second highest loss of all cancer types after Hodgkin's lymphoma, likely due to the relatively earlier age of onset (and thus greater paid 
productivity losses). 

The introduction of new systemic treatments for advanced melanoma and their increasing use as an adjuvant treatment for non-
metastatic disease is causing a rise in the overall cost per capita associated with melanoma treatment globally. In the United States 
between 1997 and 2015, total expenditure for treatment of melanoma increased at a faster rate than for other cancers [125]. In the 
Netherlands malignant skin tumours were the 4th most costly cancer in 2017; drug costs increased from €0.7 million to €121 million from 
2007 to 2017 [126]. The largest cost drivers in France, Germany and the United Kingdom are medications and hospitalisation and/or 
emergency department treatment [127]. Adverse events from the use of new treatments are also responsible for a sizable cost burden 
[128,129]. 

A modelling study on the cost of melanoma in Europe estimated national costs ranging between €1.1 million in Iceland and €543.8 
million in Germany (€2.7 billion for all European Union states) [130]. A recent study estimated the national costs of treating newly 
diagnosed melanoma in Australia and New Zealand for the year 2021, and reported total costs of AUD 481.6 million (€310 million 
[73]),and NZD 74.5 million (€43 million), respectively [131]. In Australia, the mean cost per patient was AUD 14,268 (€9,198), ranging 
from AUD 644 (€415) for in situ melanoma to AUD 100,725 (€64,930) for stage III/IV (advanced) disease. These costs will increase 
as expensive immunotherapy becomes a therapy of choice for earlier stage melanoma, either alone or in combination with targeted 
therapies [132].

Examining the skin to identify melanoma can lead to the detection of benign lesions, often resulting in additional treatments that may 
or may not be needed. A study in the United States reported on the costs of diagnosis and treatment of actinic keratoses and other 
benign lesions associated with screening for melanoma via total body skin examination [133]. In an analysis of 36,647 total body 
skin examinations in 20,270 adults, the estimated cost of treatment (including consultation, biopsy and pathology charges) for each 
melanoma detected was USD 32,594 (€33,614), with an additional cost of USD 7,840 (€8,085) to treat actinic keratoses and other 
benign lesions. 

Given the very high and escalating costs of treatment, public health agencies have strengthened their focus on primary prevention, 
for which there is evidence of cost-effectiveness. A modelling study to evaluate the cost-effectiveness of prevention compared with 
early detection for melanoma control [134] used data from two randomised controlled trials (RCTs) conducted in Australia [135,136]. 
Compared with annual clinical skin examinations (early detection), and no intervention, advice to use sunscreen daily (prevention) 
resulted in lower numbers of melanoma and KC cases, and significantly lower costs associated with diagnosis and treatment [134]. 
However, these findings may not be applicable to locations with lower ambient UV radiation, and potential costs of over-diagnosis have 
not yet been considered.

In Canada, the costs of KC and other rare skin cancers due to occupational exposure to UV radiation were estimated to be CAD (2011) 
29 million (€22 million) in direct and indirect costs, and CAD (2011) 6 million (€4.5 million) in intangible (due to effects on quality of life) 
costs in 2011 [137]. These costs can be mitigated; estimates suggest that for every dollar invested in personal protective equipment and 
shade structures, CAD 0.49 and CAD 0.35 will be returned, respectively [138]. Another modelling study of cost-effectiveness showed 
that primary prevention by systematic use of sunscreen at a population level would prevent substantial numbers of new skin tumours 
(26% less excised KC), and save healthcare costs [134]. Among people at high risk of KC, costs for treatment of KC and actinic keratoses 
were reduced one year after treatment with topical 5-fluorouracil, showing that chemoprevention may be an option to reduce the 
incidence of skin cancer in this subgroup [139].

The very high and increasing costs of managing skin cancer underscore the need to protect the stratospheric ozone layer; in the 
absence of control of ozone-depleting substances, the intensity of UV radiation in some regions would increase to the point where many 
more people would be exposed to sufficient UV radiation to initiate skin cancers.
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3.2 Sunburn
Sunburn is an acute inflammatory skin reaction caused by over-exposing the skin to UV radiation, primarily the UV-B wavelengths; it 
is clinically manifest as erythema (redness) in people with Fitzpatrick skin types I to IV74 (modified from [140]), and may cause pain and 
blistering. 

Despite the definition of sunburn varying between studies, it is a well-established risk factor for the development of cutaneous 
melanoma and KC [141,142], and number of severe sunburns may be associated with increased risk of herpes zoster (i.e., shingles) 
[143]. Moreover, inflammation from sunburn is a health burden, independently of its association with other conditions. In the United 
States National Emergency Department Sample, including information about presentations to 950 hospital emergency departments 
from 2013 to 2015, there were 82,048 visits for sunburn, with 21% classified as severe sunburn (second or third degree burns and/or 
requiring inpatient admission) [144]. The average cost of an emergency department visit for sunburn was USD 1132. Presentation for all 
sunburns and for severe sunburns showed highest frequency in lower-income young men, and the incidence was higher in the sunnier 
states. 

3.2.1 Trends in rates of sunburn
Data from the United States National Health Interview Surveys reveal that 34% of community-dwelling adults reported one or more 
sunburns in the prior 12 months in both 2005 and 2015 (sample sizes 29,250 and 31,399 respectively) [145]. The percentage of 
adolescents reporting sunburn was considerably higher. Between 2015 and 2017, 57% of 21,894 people aged 14 to 18 years reported 
being sunburnt at least once in the previous 12 months [146]. Sunburn was also more common in adolescents than in adults in Spain; 
75% of 776 adolescents reported being sunburnt in the previous year compared with ~54% of 632 adults and 44% of 324 children 
[147]. In Germany, 22% of children aged 1-10 years surveyed in 2020 had been sunburnt in the previous year, and there was a positive 
association with age [148].

In some countries there has been a reduction in the prevalence of sunburn, coinciding with increased use of sun protection behaviours. 
In Australia, a comprehensive skin cancer prevention campaign, SunSmart, began in 1988. Surveys conducted in the state of Victoria 
over the subsequent three decades, in which participants were asked about their sun protection behaviour on the weekend prior to the 
interview, showed a marked increase in the percentage of people using at least one sun protection behaviour (seeking shade, or using 
hat or sunscreen) in the first decade after SunSmart began (from 29% to 65%) and more modest increases thereafter [149]. Sunscreen 
use increased from 11% pre SunSmart to 68% in the 2010s. In the state of New South Wales, the percentage of people reporting often 
or always using sunscreen increased from ~30% in 2003 to ~40% in 2016, but there was no increase in use of hats [150]. The increase 
in sun protection is evident in sunburn trends. In Australian adults (n=3614), the percentage reporting sunburn during the previous 
weekend in summer decreased from 14% to 11% between 2003/2004 and 2016/2017 [151], accompanied by an increase in the 
percentage of people using two more sun protection behaviours (from 41% to 45%). Sunburn occurred more frequently in Australian 
adolescents than in adults, but there was a decline from 20% to 15% across this period. In adults in Denmark (n=33,315) a 1% annual 
decrease in sunburn in the previous 12 months was seen across 2007-2015, coinciding with a national sun safety campaign [152]. 

A birth cohort analysis of melanoma-prone families demonstrates changes in sun protection behaviour and sunburns over time. People 
from 17 centres in Europe, North and South America, Australia and the Middle East (n=2407) were questioned about sun exposure 
and sunburns at various anchor points across their lives [153]. These behaviours were analysed according to birth cohort (in decades 
from those born in the 1910s and 20s through to those born in the 1980s). There was a clear secular trend in the reported frequency of 
sunscreen use; people born more recently were more likely to use sunscreen at a younger age than those born earlier. Time outdoors 
on weekends at less than 20 years of age was lower in more recent birth cohorts. Within each birth cohort sunburn occurred more 
frequently in early vs later life, but more recent cohorts were less likely to experience early life sunburns.

Changes in sun exposure and prevention behaviour in some countries have been marked, which may be underpinned, at least in part, 
by sun protection campaigns. In the absence of the Montreal Protocol, however, it is likely that the benefits of these changes would have 
been less evident, as the time to sunburn would have been markedly shorter. 

3.2.2 Sunburn prevalence in people of darker skin type
Skin melanisation provides some protection against sunburn and UV radiation-induced skin cancer. Traditionally, people with dark skin 
(skin types V-VI) have been thought to be at very low risk of sunburn [154]. However, the difficulties of detecting sunburn erythema in 
people with dark skin can contribute to an over-estimation of the amount of UV radiation required to cause sunburn, and an under-
estimation of sunburn prevalence [155]. Known differences in sun protection behaviours between ethnically diverse populations could 
also influence sunburn prevalence [156]. 

In a survey of people of Black African or Black Caribbean heritage living in the United Kingdom (n=222 respondents), over 50% 
reported a lifetime history of sunburn [157], with frequencies of 47%, 54% and 71% in those self-classifying as dark, medium and light 
skin tone. In the United States, nearly 10% of 4,157 Non-Hispanic Black participants in the National Health Interview Survey 2015 

74 Fitzpatrick Skin Types: Type 1: Light white skin, always burns, never tans; Type 2: Light white skin, usually burns, tans minimally; Type 3: White skin, sometimes burns, tans 
moderately; Type 4: Olive-light brown skin, rarely burns, tans moderately-heavily; Type 5: Medium brown skin, rarely burns; Type 6: Dark brown-black skin, rarely to never 
burns.



Chapter 3

133

reported being sunburnt in the previous year, compared with nearly 25% of Hispanic people (n=5208) and 42% of non-Hispanic 
Whites (n=19,784) [145]. These surveys suggest that sunburn occurs more frequently in people with darker skin types than traditionally 
appreciated, but in light of the lower severity of sunburn compared with that in people with light skin, and the extremely low risk of UV-
induced skin cancer in these populations, the significance of this is unclear. 

3.3 Photodermatoses
Photodermatoses are inflammatory skin disorders that are induced or exacerbated by exposure to UV radiation and, in certain 
conditions, visible light [27]. Both UV-B and UV-A radiation can contribute to the development of photodermatoses. Photodermatoses 
fall into aetiological groups: dysregulated immune responses to UV radiation; disorders of DNA repair; intrinsic biochemical defects; 
photosensitivity reactions to drugs and/or exogenous chemicals; and photoaggravated disorders.

3.3.1 The burden of photodermatoses and their impact on health and psychological wellbeing
The lack of registry data and of consistent case definition for the most common dermatoses make it very challenging to estimate the 
population prevalence of photodermatoses. However, some photodermatoses, such as the immune-mediated condition, polymorphic 
light eruption (PLE), have been reported commonly from dermatology clinics in light-skinned populations in temperate regions, 
particularly during spring [158]. Comprehensive reviews of data from photodiagnostic units in dermatology departments indicate that 
the photodermatoses most commonly seen are PLE, photoaggravated atopic dermatitis, actinic prurigo, chronic actinic dermatitis, 
solar urticaria and drug-induced photosensitivity. Photodermatoses occur in dark-skin populations, although with differing frequencies 
and characteristics from light-skin populations [159]. In a systematic review of population-based and dermatology outpatient studies of 
rosacea, a photoaggravated chronic inflammatory facial condition, a global prevalence of up to 5% was estimated; however studies in 
which rosacea was self-reported yielded higher prevalence than in those where the condition was determined by examination [160]. 
Studies of the prevalence of most photodermatoses are scarce; for example, there are no reported population-based studies in solar 
urticaria. 

Photodermatoses involve a wide range of clinical features, which vary according to the individual condition; these include pain in the 
skin within a few minutes of sun exposure, severe itching, erythema, blistering, and scarring. The adverse impact on sufferers occurs 
both directly due to symptoms, and indirectly through restrictions imposed by sun avoidance. In a systematic review of 20 studies (2487 
adult and 119 child participants), in which an assessment of quality of life or psychological wellbeing was performed, one-third of adults 
and children with photodermatoses were found to experience a very large negative impact on quality of life (Dermatology Life Quality 
index >10), and anxiety and depression occurred twice as frequently as in the unaffected population [161].

3.3.2 The association between commonly used photosensitising drugs and photodermatoses                      

  and skin cancer
The pathologic mechanisms underlying drug photosensitivity are broadly classified as phototoxic or photoallergic. Oral medication-
induced photosensitivity commonly involves phototoxicity, which can theoretically occur in anyone upon exposure to sufficient dose 
of a drug and UV radiation. Clinically, drug phototoxicity most often manifests as skin redness, swelling and burning, and can be 
misdiagnosed as severe sunburn. 

An analysis of more than 745 million drugs dispensed in Germany and Austria between 2010 and 2017 indicated that nearly 50% had 
photosensitising potential, with diuretics and anti-inflammatory drugs being primarily responsible [162]. However, the global incidence 
of drug photosensitivity is uncertain. Analysis of the Japanese Adverse Drug Event Report database (2004-2016) found less than 0.1% 
of 430,587 reports concerned photosensitivity reactions [163]. A systematic review identified 1134 reported cases of suspected drug 
phototoxicity associated with 129 oral drugs [164]. However, the quality of the evidence for an association with drugs is low; fewer than 
25% of studies performed phototesting, and only 10% confirmed the diagnosis with drug challenge-rechallenge testing. In a report of 
2243 patients with photodermatosis evaluated at a photodiagnostic unit, 5% were diagnosed with photodermatosis induced by oral 
medication. All underwent broadband UV radiation testing and monochromatic testing to wavelengths from 300 to 600 nm (i.e., in the 
UV-B, UV-A, and visible spectra). UV-A was the main provoking waveband with UV-B contributing in 15% of cases [165]. 

It is possible that commonly prescribed photosensitising drugs may induce skin cancer. Some mechanisms by which drugs induce 
acute photosensitivity are also relevant for skin cancer induction, such as promotion of UV-induced DNA damage. In a nested case-
control study, using data from the Danish Cancer Registry, of people with their first diagnosis of BCC (n=71,533) or SCC (n=8,629) and 
population controls (n=1,430,883), there was an increased risk of KC with long-term use of hydrochlorothiazide (a diuretic medication 
commonly used for treatment of high blood pressure); adjusted odds ratios (ORs) for high use vs never use were 1.29 (95% CI 1.23-
1.35) for BCC and 3.98 (95% CI 3.68-4.31) for SCC [166]. This led to the European Medicines Agency recommending that advice on 
increased risk of KC should be included in hydrochlorothiazide product information [167]. Further studies, based in different geographic 
locations and demographic groups, reveal heterogeneous and conflicting results for an increased risk of KC and melanoma with 
hydrochlorothiazide use [168-172]. Given its potential public health significance, this issue needs to be resolved.
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3.4 Eye diseases associated with exposure to UV radiation
Exposure to UV radiation, either directly or through intermediate factors, is associated with increased risk of cataract of the lens, 
pterygium, squamous cell carcinoma of the cornea and/or conjunctiva, photokeratitis (affecting the cornea) and photoconjunctivitis, 
pinguecula, and possibly intra-ocular melanomas, macular degeneration and glaucoma. This section assesses evidence available since 
our last assessment [6] on conditions that are directly related to exposure to UV radiation.

The superficial layers of the eye are exposed to UV radiation and incur damage through the same pathways of DNA damage and 
production of reactive oxygen species as is seen in the skin. When the individual is in an upright position and the sun is overhead, there 
is some inherent protection from exposure to UV radiation provided by the protrusion of the brow, the eyebrows, and the eyelids. These 
provide less protection at other body positions (e.g., lying down), or when the sun is at a lower angle [173,174]. Wearing a hat and using 
shade can also reduce exposure, while high surface albedo can increase exposure; large and wraparound sunglasses that block both 
UV-A and UV-B radiation provide good sun protection [175-177]. UV wavelengths also penetrate to the deeper structures of the eye 
(reviewed in a previous assessment [178]). The cornea absorbs wavelengths below 295 nm, but allows longer wavelengths to reach the 
iris and lens. In adults, the lens of the eye absorbs all wavelengths below 370 nm, and greater than 98% of wavelengths between 370 
and 400 nm, with higher absorbance in the posterior part of the lens [179]. Over time, the chemical changes induced by that absorption 
– direct UV-B induced damage and (indirect) UV-A induced photo-oxidation of soluble lens proteins – cause clouding of the lens; i.e., 
cataract [179]. In young children, the lens may transmit a greater proportion of shorter UV wavelengths, allowing these to reach, and 
potentially damage, the retina.

3.4.1 Trends in the prevalence and incidence of cataract
Cataract is the major eye condition associated with long-term exposure to UV radiation. The main types of cataracts, as defined by their 
location in the lens, are nuclear, cortical, or posterior subcapsular. In many cases, there is a mixed phenotype and, within any individual, 
the two eyes may contain cataracts with a different predominant phenotype. The two subtypes most clearly associated with exposure to 
UV radiation are nuclear and cortical cataracts.  

According to the latest reports of the Vision Loss Expert Group of the Global Burden of Disease Study, cataract was the leading cause 
of blindness between 1990 and 2015 around the world, accounting for 35% (95% CI 26 - 44) of the total blindness in 2015 [180-184]. 
Projections to 2020 from several countries/regions indicate that cataract would remain the main cause of blindness in 2020 [180-185]. 
Compared with global figures, the proportion of moderate to severe vision impairment caused by cataract was estimated to be higher 
in East Asia [180], South-east Asia [182], Oceania [182] and Sub-Saharan Africa [184] where exposure to sunlight may be higher and 
access to suitable medical care may be limited. The disability from cataract (measured in DALYs) increased from 3.5 million in 1990 to 
6.7 million in 2019 - an increase of 191% [186].

New studies further demonstrate the high prevalence of cataract. In the cross-sectional Ural Eye and Medical Study set in a rural area 
of Russia, the prevalence of cataract was 45% in people aged ≥ 40 years (of 5899 participants, 81% of eligible residents). Nuclear and 
cortical cataracts affected 38% and 15% of participants, respectively [187]. A population-based study conducted in Finland found that 
the prevalence of cataracts increased from 8.1% (95% CI 7.8-8.5) to 11.4% (95% CI 10.9-11.9) among individuals ≥ 30 years between 
2000 and 2011 [188]. The annual average incidence over the 11-year period was estimated to be 109 cases per year per 10,000 people 
(95% CI 104-114) [188]. The cumulative incidence over a similar time period (baseline 2004-2006; follow-up 2011-2013) was greater in 
Singapore; in the Malay Eye Study the age-standardised cumulative incidence of nuclear and cortical cataract over this time period was 
estimated to be 13.6% and 14.1% (equating to an annual average crude incidence of 227 and 189 cases per year per 10,000 individuals), 
respectively [189]. 

Greater exposure to UV radiation has been clearly linked to an increased risk of cataract (reviewed in [179]). A recent study provides 
additional supporting evidence. In a population-based cross-sectional study in three different rural areas of India (n=12,021), 33% of 
participants aged 40 years and older had a cataract in at least one eye [190]. Compared with the lowest quintile of a lifetime effective 
sun exposure score (calculated taking into account the years of exposure, hours of sun exposure accounting for type of headgear used 
(none, caps, hats, umbrellas, veils, sunglasses)), the prevalence of cataract was significantly higher in the 3rd, 4th and 5th quintiles of 
exposure. Those in the fifth quintile were 9 times more likely to have cataracts than those in the first quintile (adjusted OR 9.4; 95% CI 
7.9-11.2), rising to nearly 26 times more likely in analyses confined to the highest altitude region (Guwahati/Hills region). Differences 
in exposure to UV radiation, solar angle and sun protection behaviours each had an additional influence on prevalence of cataracts. 
Nevertheless, in data from the 2008-12 Korea National Health and Nutritional Examination Survey of economically active people, there 
was no significant association between higher sunlight exposure (≥ 5 hours vs <5 hours/day in the sun without sunglasses or hat) and 
medically diagnosed cataract (adjusted OR=0.88, 95% CI 0.77-1.00) [191].

Globally, and across diverse individual regions for which there are recent data, the incidence of cataract continues to increase, at least 
partly due to ageing populations. Where there is good access to high quality medical care, including cataract surgery, this may not 
contribute greatly to the burden of disability. However, in many regions, cataract remains a leading cause of blindness, resulting in 
considerable morbidity due to vision loss and its sequelae (e.g., falls) [192]. 
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A recent study has estimated the effectiveness of the Montreal Protocol in preventing eye diseases, with a focus on cataract. It was 
estimated that the implementation of the Montreal Protocol with all of its Amendments and adjustments compared to a scenario of 
no control of ozone-depleting substances, will have prevented 63 million cataract cases in people born in the United States between 
1890 and 2100. When the comparison scenario is the original Montreal Protocol, this figure is 33 million fewer cases of cataract, 
demonstrating the importance of the ongoing strengthening of the Protocol [48]. 

3.4.2 Prevalence of pterygium
Pterygium is a non-cancerous, self-limiting pink, fleshy tissue growth on the conjunctiva, that is initially induced by exposure to both 
UV-B and UV-A radiation. The mechanisms of how and why pterygium is self-limiting have been clarified by recent studies [193]. As this 
condition commonly occurs in surfers who are exposed to significant amounts of sunlight it is often referred to as ‘surfer’s eye’. The 
impact of pterygium on vision is minimal unless it reaches the cornea, but it is painful to remove and often recurs after surgical removal. 

Evidence suggests that the prevalence of pterygium has slightly increased in recent years. In a recent meta-analysis of 55 studies 
(including data from >400,000 people in 24 countries), the overall prevalence of pterygium was estimated at 12% (95% CI 11-14) [194]. 
However, studies included a diverse range of age groups and not all were population based. The reported prevalence was higher than 
that from a 2013 meta-analysis based on 20 articles from 12 countries (10.2%; 95% CI 6.3-16.1%) [195]. 

Studies from Brazil demonstrate the high variability in prevalence estimates according to location and study methods. In a population-
based study in the Brazilian Amazon, including 2041 people (86% of those eligible to participate) aged 45 years and over, the 
prevalence was 58% [196]. The recent meta-analysis estimated prevalence in Brazil to be 52.0% (in an ophthalmic clinic-based study 
in Manaus, age range 21-61 years); 21.2% in the Amazon rainforest (population-based study of people 11 years and older); 18.4% in 
the Brazilian rainforest (population-based, no age data); and 8.1% in São Paulo (population-based, median age 49.6 years) [194]. Such 
variability challenges the simple combining of estimates across studies. However, the prevalence of pterygium seems to be modest 
and consistent across various regions of China, estimated to be approximately 6% [197,198]. A population-based cohort study, the 
Gutenberg Health Study, including the German city of Mainz and the surrounding regions (latitude 50°N), found a very low prevalence 
of pterygium with an estimate for the weighted prevalence of 0.9% (95% CI 0.8-1.2) in people aged 40 to 80 years [199]. The presence 
of pterygium was associated with male sex, higher age, and migration from Arabic-Islam countries, the former Soviet Union, and former 
Yugoslavia. In a slightly higher latitude region, including both an urban and rural multi-ethnic population in Ufa city and surrounds in 
Russia, the prevalence of pterygium was 2.3% (95% CI 2.0-2.7) among people over 40 years [200]. Risk factors for pterygium were rural 
residence, higher age, and lower level of education.

The incidence of pterygium has been reported in two longitudinal studies. In Southern India, which lies within the ‘pterygium belt’ 
(37° north and south of the equator where pterygia are most common [201]), the age- and sex-adjusted incidence was 25.4 per 100 
person years (95% CI 24.8, 25.7) over a 15-year period in residents (n=2290) of rural areas aged 30 years and older at baseline [202]. 
The overall incidence rate in 6122 adults aged 40 years and over was considerably lower (age-adjusted 6-year incidence=1.2%; 95% CI 
1.0%-1.6%) over six years of follow-up in the Singapore Epidemiology of Eye Diseases Study [203]. 

In a meta-analysis of risk factors for pterygium several factors associated with solar exposure of the eyes increased the risk of pterygium, 
including spending more vs less than 5 hours outdoors per day (OR 1.24; 95% CI 1.11-1.36), or having outdoor vs indoor occupations 
(OR 1.46; 95% CI 1.36, 1.55). Furthermore, in a recent study reporting on findings from the Korean National Health and Nutritional 
Examination Survey, an average of ≥ 5 hours/day in the sun without sunglasses or hat, compared to <5 hours, was associated with 
an increased risk of pterygium in women (OR=1.47, 95% CI 1.16-1.73) but not men (OR=0.88, 95% CI 0.70, 1.10) [191]. There was a 
dose response apparent, with greater time outdoors associated with higher risk. Importantly, in the meta-analysis, wearing sunglasses 
reduced the odds of pterygium by approximately 50% (OR 0.47; 95% CI 0.19-0.74) [194]. In support of this finding, in a longitudinal 
study of young adults in Australia, wearing sunglasses for at least half of the time outdoors resulted in a significantly greater decline in 
the area of conjunctival UV fluorescence, a biomarker of sun exposure, over 8 years compared to never or seldom use [204]. 

3.4.3 The link between exposure to UV radiation and intraocular melanoma
Intraocular melanoma is the most common type of cancer that develops within the eyeball, but it is rare compared to cutaneous 
melanoma. Intraocular melanomas predominantly occur on the uvea and conjunctiva, but uveal are considerably more common than 
conjunctival melanomas. 

Exposure to sunlight, light pigmentation of the eye and skin, and living at high latitudes are often reported as risk factors for both 
types of intraocular melanoma, akin to melanoma of the skin. We have previously assessed the epidemiological and genetic evidence 
regarding the role of UV radiation in the etiology of intraocular melanoma, with more convincing evidence for conjunctival vs uveal 
melanoma [178]. Recent genetic studies provide further evidence of similarity of intraocular to cutaneous melanoma and thus a possible 
causal role of exposure to UV radiation. A study comparing the genetic changes in uveal melanomas with those in cutaneous melanomas 
has shown many shared mutations, including UV signature mutations, suggesting that some uveal melanomas may be UV-dependent 
[205]. In a similar study, tissue samples from conjunctival melanomas displayed evidence of genetic changes consistent with UV-related 
damage similar to those found in melanoma of the skin [206].

Published recent incidence data for intraocular melanoma are available from four developed countries that have well-established cancer 
registries: United States, Canada, Australia and Ireland (Table 1). The age-standardised incidence rate ranged from 3.3 per million in 
Canada [207] to 9.5 per million in Ireland [208], but rates are not directly comparable due to the use of different populations for age 
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standardisation and different periods of observation. On average the age-adjusted incidence increased by 0.5% per year in the United 
States between 1973 and 2013 (p<0.05) [209]. In Canada there was minimal change from 1992 to 2010 [207]. In Australia there was an 
increase of 2.5% per year from 1982-1993, followed by a decrease of 1.2% per year from 1993-2014 [210]. Thus, in these countries, the 
incidence of intraocular melanomas has remained relatively constant over time, in contrast to that of cutaneous melanomas. 

The incidence of conjunctival melanoma was substantially lower compared to uveal melanoma in incidence studies from Canada and 
Europe, replicating previous findings. The age-standardised incidence rate of conjunctival melanoma was 0.32 cases per million people 
per year (age-standardised to the World Standard Population) between 1992 and 2010 in Canada [211], while it was 0.42 cases per 
million people per year (age-standardised to the European Standard Population) in Europe [212].  

Table 1 Age-standardised incidence rates of intraocular melanomas across developed countries and regions. 

Study Country/Region Period Age-standardised incidence 
rate per million person years 
(95% CI)

Uveal melanoma

Aronow et al (2018) [209] United States 1973 to 2013 5.2 (5.0, 5.4) a

Baily et al (2018) [208] Ireland 2010 to 2015 9.5 (8.4, 10.7)b

Ghazawi et al (2019) [207] Canada 1992 to 2010 3.3 (3.2, 3.5)c

Beasley et al (2021) [210] Australia 1982 to 2014 7.6 (7.3, 7.9)d

Conjunctival melanoma

Ghawazi et al (2020) [211] Canada 1992 to 2010 0.32 (0.28, 0.37) c

Virgili et al (2020) [212] Europe 1995 to 2007 overall 0.42e

Virgili et al (2020) [212] Northern Europe 1995 to 2007 0.81 (0.59, 1.09) e

Virgili et al (2020) [212] UK and Ireland 1995 to 2007 0.40 (0.36, 0.45) e

Virgili et al (2020) [212] Central Europe 1995 to 2007 0.59 (0.51, 0.68) e

Virgili et al (2020) [212] Southern Europe 1995 to 2007 0.35 (0.26, 0.47) e

Virgili et al (2020) [212] Eastern Europe 1995 to 2007 0.27 (0.22, 0.33) e

aAge-adjusted to the US population 2000; bage-standardised using the 1976 European standard population; cage-standardised 
using the World Standard Population; dage-standardised using the 2001 Australian standard population; eage-standardised 
using the European standard population.

3.4.4 Damage to the eye from drug-induced phototoxicity
A number of drugs absorb in the UV range and have phototoxic side effects affecting various structures in the eye [213]. For example, 
fluoroquinolone antibiotics such as ciprofloxacin and norfloxacin (used to treat ocular infections), in the presence of UV-A radiation, 
caused damage to epithelial cells (in cell culture) and proteins of the lens. Exposure of the eye to UV-A radiation while using these 
compounds could accelerate the development of cataract [214]. Use of ophthalmic formulations containing ketoconazole, diclofenac, 
or sulphacetamide were found to be toxic or irritating in the presence of UV-A radiation [215]. While there is growing awareness of 
cutaneous photosensitivity in relation to systemic drugs, the focus for eyes appears to have been on exposure to UV-A radiation in 
conjunction with topical medications. 
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It will be important to better understand the potential photosensitisation resulting from both topical and systemic drugs for the eye, 
given its vulnerability to damage from exposure to UV-radiation and the clear protection that sunglasses provide.

3.5 Non-skin cancer-related harms of UV-induced immune suppression

3.5.1 Increased risk of systemic infections and reduced vaccine effectiveness
Hart and Norval [12] hypothesised that vaccination through acutely or chronically sun-exposed skin (e.g., the upper arm, a common 
site for intramuscular vaccination) may result in a less effective immune response compared to unexposed skin (e.g., buttock). However, 
there remains little confirmatory evidence for this at present. In a cluster randomised trial in children in rural South Africa, an intervention 
to protect vaccinees from solar UV radiation did not result in higher antibody levels following a measles booster [216]. However, in a 
small clinical trial testing the immune response to a novel antigen (keyhole limpet hemocyanin) — although higher natural exposure to 
UV radiation was not associated with a change in antigen-specific antibodies — there was a reduced T-cell response [217]. Any effect of 
exposure to UV radiation may be more important for vaccines that rely on a cell-mediated, rather than humoral (antibody), response to 
vaccination; e.g. Bacille Calmette Guerin (BCG) for tuberculosis, particularly in low latitude (higher UV radiation) locations.

3.5.2 UV radiation and reactivation of viruses
The association of intense exposure to UV radiation with subsequent reactivation of Herpes simplex virus 1 (HSV), causing cold sores 
of the lip, is well-described (reviewed in [178]). The presence of IgM class antibodies to HSV reflects recent viral activity, either primary 
or recurrent infection [218]. In a recent study from Sweden, the odds for anti-HSV IgM positivity were nearly two-fold higher (odds 
ratio=1.99 per mean MED difference) in summer than in winter (mean MED difference was 9.967 equivalent to 2093.1 J m -2), consistent 
with UV-induced reactivation of HSV, with or without the manifestation of cold sores [218].

There is considerable current interest in another herpes virus, Epstein Barr virus (EBV), in relation to risk of multiple sclerosis (MS), 
nasopharyngeal carcinoma and other diseases. Results from a recent study from Hong Kong [219] suggest that higher personal sun 
exposure is associated with reactivation of EBV. The measures of personal exposure included ambient UV radiation at the date of blood 
collection, serum 25(OH)D concentration, and self-reported duration of sunlight exposure (hours/day) over four life periods (6-12 years, 
13-18 years, 19-30 years, and 10 years prior to recruitment). EBV reactivation was measured as seropositivity to EBV viral capsid antigen 
(VCA) IgA. Only duration of sunlight exposure at 19-30 years and 10 years prior to recruitment (for ≥ 8 hours compared to <2 hours, 
OR=2.44, 95% CI 1.04-5.73, OR=3.59, 95% CI 1.46-8.77, respectively) were associated with increased odds of VCA-IgA seropositivity 
(inferred as evidence of reactivation). Reactivation of EBV may be a trigger of relapses in MS [220]. Thus, higher levels of sun exposure, 
leading to EBV reactivation, might be expected to also be associated with relapse. However, previous research suggests that higher 
sun exposure (over the life-course prior to MS onset) is associated with fewer relapses in people with MS [221]. Nevertheless, the time 
course of sun exposure may be of importance; higher sun exposure earlier in life may be protective for the development of MS through 
immune mechanisms, but after EBV infection higher sun exposure may be associated with increased risk of relapse through reactivation 
of EBV. Datasets are available that could test this hypothesis. 

Varicella zoster virus is a herpesvirus that causes chicken pox during primary infection and shingles on reactivation. Using data from 
Thailand, a recent study examined seasonal variation in case reports of chickenpox and shingles [222]. Both chickenpox and shingles 
showed strong seasonality. Chickenpox was characterised by outbreaks beginning during November and December, with seasonal 
peaks in February and March (with deep troughs from June to October). The amplitude of the seasonal effect decreased closer to the 
equator. Shingles showed a peak in May-June, with a shallow trough in February-March and a deep trough in October-December. 
Again, higher latitudes had more pronounced seasonal cycles. Changes in ambient UV radiation were the main driver of the seasonal 
cycle for shingles reactivation, but not chickenpox, consistent with an effect of UV radiation on reactivation but not primary infection 
with Varicella zoster virus. 
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4 Benefits of exposure to UV radiation

Sun exposure has numerous benefits, many of which are mediated by exposure to UV radiation, and some by exposure to other 
wavelengths. People need to be able to safely spend time outdoors to gain these benefits. The Montreal Protocol has likely enabled the 
benefits to be gained, by preventing the intensity of ambient UV radiation from increasing to an extent where it would have been very 
difficult for light-skinned people in particular to spend time outdoors without markedly increasing their risk of UV-induced skin and eye 
diseases. 

4.1 Health benefits of greater time outdoors and sun exposure
We have previously reported on the evidence of health benefits of exposure to sunlight for autoimmune and cardiovascular diseases, as 
well as myopia and some cancers [6]. It is challenging to generate high-quality evidence from human studies of benefits of exposure to 
UV radiation, primarily because it is difficult to capture accurate exposure data over a relevant time period. In addition, it is challenging 
to determine which wavelengths of sunlight are most important and further, how much of any effect of exposure to the sun is through 
vitamin D vs non-vitamin D pathways. Determining whether associations are causal, and thus whether the balance of risks and benefits 
of sun exposure needs to be reconsidered, will require accumulation of evidence across epidemiological and mechanistic studies [223]. 
Recent studies have been largely cross-sectional, and/or used population-level exposures such as sunshine duration [224], ambient 
UV radiation or location [225], or remote sensing of green space coverage [226]. From these studies, benefits of higher green space 
coverage, longer duration of sunshine, or higher individual levels of sun exposure have included lower blood pressure in adults [227] 
and children [226], and reduced prevalence of obesity [224] and depression [228]. 

In a large study (n=342,457) of patients undergoing dialysis in 2189 facilities across the United States, monthly average ambient UV 
irradiation at the clinic location had a linear inverse association with monthly average pre-dialysis systolic blood pressure, including 
after adjustment for ambient temperature [225]. The effect size was greater in Whites than in Blacks. These data are consistent with 
new analyses of the Melanoma in Southern Sweden study in which women with low or moderate past sun exposure (assessed by 
questionnaire including items on deliberate sun bathing, use of a sun bed, and travel for sunny holidays) had a greater risk of being 
prescribed anti-hypertensive medication by their physician than those with higher sun exposure; the association persisted after 
adjustment for being a smoker, exercise category, BMI, and education (adjusted OR=1.41, 95% CI 1.3-1.6; adjusted OR=1.15, 95% CI 
1.1-1.2, respectively, for low and moderate sun exposure) [229]. In a recent study from South Korea, there were fewer cardiovascular 
(adjusted hazard ratio (HR)=0.68, 95% CI 0.49-0.94) and cerebrovascular (adjusted HR=0.60, 95% CI 0.47-0.77) events over 11 years 
in patients with vitiligo who had received long-term narrow-band UV-B phototherapy (≥ 100 sessions) compared with those who had 
received <3 phototherapy sessions [230]. There is accumulating evidence, including from small clinical trials, that UV-A (and possibly 
UV-B) irradiation influences blood pressure (and cardiovascular disease risk) through release of nitric oxide from stores in skin [231-233]. 

There is compelling evidence from multiple studies supporting reduced risk of myopia with greater exposure to UV radiation and/or 
high intensity visible light. Longitudinal cohort studies from China [234], the Netherlands [235], and Australia [236] show that more 
time spent outdoors during childhood, measured using a variety of metrics, was associated with reduced risk of developing myopia in 
childhood and young adulthood. Furthermore, two studies found that greater outdoor activity in childhood could reduce the adverse 
effect of higher levels of screen time [234,235]. Another study showed that lower area of conjunctival autofluorescence was associated 
with a greater risk of developing myopia between ages 20 and 28 years [237], suggesting that the protective effects of sun exposure 
may continue into young adulthood. In a cross-sectional analysis within the Singapore birth cohort study, more time outdoors, but 
not light levels or the timing and frequency of light exposure, was associated with lower odds of myopia [238]. Another study found 
that greater green space coverage was associated with lower prevalence of myopia [239]. While more time outdoors seems well-
established as protective for the development of myopia, details of optimal exposure to minimise myopia are not fully elucidated. Of 
note, the effect of greater exposure to UV radiation appears to be distinct from any effect of varying focal length during time outdoors 
[240].

There is now considerable evidence that there may be benefits of spending more time outdoors/sun exposure for the onset and 
progression of MS in addition to those ascribed to vitamin D (see below). A recent multi-ethnic case-control study confirmed a 
protective effect of higher sun exposure on risk of developing MS in white populations, and extended this to show the benefits were 
also apparent for blacks and Hispanics [241]. In contrast, benefits of higher 25(OH)D concentration were apparent only in United States 
Whites, possibly because 25(OH)D concentration is a better indicator of recent sun exposure in people with lighter skin. A case-control 
study in Canada, Italy, and Norway demonstrated that an accumulation model for sun exposure to age 15 years, rather than a critical 
periods model, provided the best fit for the protective effects of higher sun exposure on risk of MS in adulthood [242]. Importantly, 
among those who spent a lot of time outdoors in summer, use of sun protection did not alter MS risk. These findings highlight the need 
to provide balanced sun exposure messages that take account of geographical differences in weather patterns, skin pigmentation, and 
cultural practices [242]. Another case-control study showed a strong protective effect of greater time outdoors in the summer prior to 
diagnosis or during the first year of life, as well as higher ambient UV radiation, on the risk of developing paediatric MS [243]. 

The focus in relation to MS has been largely on the risk of developing the disease. There is new evidence that higher sun exposure prior 
to developing MS, and increasing sun exposure post-diagnosis, are associated with a more favourable post-diagnostic disease course 
[221,244] [245], although there is some evidence that sun exposure may be detrimental for people with MS who have a sun-sensitive 
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genotype [244]. A trial of narrow-band UV-B radiation in people with clinically isolated syndrome to prevent the development of MS 
[246] found a lower risk of progression to MS in people receiving phototherapy than in the control group, although in this small study 
this was not statistically significant. Analyses of data from this trial have since revealed some novel potential pathways activated by 
narrowband (311 nm) UV-B, including transient changes in both the number of circulating leukocytes [247] and the production of pro-
inflammatory cytokines [248]. Given the non-solar spectrum used, this is likely to be most relevant to a treatment setting, but it does 
indicate the possible importance of UV-B radiation for this condition. 

There is also recent evidence that exposure to higher intensity of UV radiation during early life may protect from the development of 
type 1 diabetes – an autoimmune disease of the pancreas. In a data-linkage based cohort study of 29,078 children in Western Australia 
(~6% of whom were diagnosed with type 1 diabetes by age 16), higher ambient (erythemally weighted) UV radiation was associated 
with reduced risk of developing type 1 diabetes, but only in males and only for UV radiation during the 3rd trimester and 1st year of life 
[249]. The authors concluded, assuming a causal association, that for every 100 kJ m-2 increase in total lifetime dose of ambient UV 
radiation dose, the relative risk of developing type 1 diabetes in males decreased by 29%. 

Emerging evidence suggests that higher antenatal sun exposure may reduce the risk of pre-term birth [250] and learning disabilities 
[251]. However, higher pre-delivery ambient temperatures have been linked to increased risk of pre-term birth [252,253], complicating 
analyses where data on personal exposures and potential confounders are not available, and multiple environmental exposures acting 
at different time-points during pregnancy need to be considered. Additional research will be required to clarify the role of personal sun 
exposure during pregnancy on the many facets of the health of the offspring.

Exposing the skin to UV radiation enhances feelings of well-being, possibly through the release of beta-endorphins following UV-B 
induced DNA damage in keratinocytes [254]. This could provide a biological underpinning to an ‘addiction’ to tanning. In addition, 
serotonin is produced in the brain in response to bright sunlight [255], with this pathway potentially important for seasonal variability 
in mood and seasonal affective disorder. Observational studies show links between higher exposure to sunlight and reduced risk of 
depressive disorders, but confounding and reverse causation are possible explanations for these findings. However, artificial light 
therapy is established as a treatment for disorders such as seasonal affective disorder [256], and a recent experimental study confirms 
the benefit of sunlight. The single-blind clinical trial tested the effect of sunlight therapy (exposure of sun-protected forearms or calves 
to sunlight on sunny days (at least 10,000 lux) in Taiwan for an accumulated minimum of 30 min/day for a total of 14 days in four weeks) 
on depression in participants who were at least one month post-stroke. Testing at one month after the completion of the intervention 
showed a significant reduction in the depression score in the group receiving the sunlight therapy compared to a control (usual 
treatment) group [257]. 

There is growing interest in better understanding the potential benefits of sun exposure and the pathways and wavelengths involved. 
This information is critical to providing appropriate messaging to different populations on safe sun exposure to balance harms and 
benefits.

4.2 Vitamin D
Perhaps the best known benefit of sun exposure to the skin, driven by UV-B radiation, is the synthesis in the skin of vitamin D. Most 
populations derive very little of their vitamin D needs from diet, thus relying primarily on this UV-B induced synthesis.

4.2.1 The role of vitamin D in health outcomes
Vitamin D is best known for its role in musculoskeletal health. Vitamin D status is defined according to the blood concentration of 
25(OH)D, with a concentration of <50 nmol L-1 commonly considered vitamin D deficient (including here unless specifically stated 
otherwise). Vitamin D deficiency as defined at this concentration is associated with increased risk of hip fractures in people aged 60 
years and over [258]. It has been estimated that, assuming this association is causal, approximately 8% of hip fractures occurring in 
adults aged ≥ 65 years in Australia are attributable to vitamin D deficiency (25(OH)D <50 nmol L-1) [259]. Falls in older adults have also 
been linked to 25(OH)D concentration <50 nmol L-1 [260]. Despite the established link between vitamin D and musculoskeletal health, 
the optimal 25(OH)D concentration to minimize fractures and falls is uncertain. Meta-analyses of randomised controlled trials (RCTs) 
show that vitamin D supplementation alone is only of benefit in people who are vitamin D deficient (<50 nmol L-1) [261] or that it has no 
effect [262]. The Vitamin D and Omega-3 Trial in the United States did not find any benefit of supplementing older adults with vitamin D 
for 5 years on fractures, including in people whose baseline 25(OH)D concentration was <50 nmol L-1 [263], but there was insufficient 
power to assess the effect in people with more severe vitamin D deficiency. These findings collectively suggest that the risk of falls and 
fractures may not increase until 25(OH)D concentration drops to the range currently considered to be severely deficient (<25 nmol L-1).

The importance of vitamin D for other health outcomes remains unclear. Observational studies are prone to confounding or reverse 
causality. This can be overcome by Mendelian randomisaton (MR) studies (which examine the association between genetically 
determined, rather than measured 25(OH)D concentration, and health outcomes), although most MR studies have not allowed for non-
linear associations between genetically predicted 25(OH)D concentration and disease, and are mostly silent on the consequences of 
severe vitamin D deficiency. RCTs provide additional information regarding the causality of associations. However, RCTs test the effect 
of a particular supplement dose and dosing regimen in a specific population for a set length of time during one life period. The absence 
of effect in an RCT cannot therefore be used as proof of lack of a causal association. With these cautions in mind, we present below a 
summary of recent evidence for some common disease conditions.
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Low 25(OH)D concentration has been consistently linked with increased risk of depression in observational studies [264]. MR studies 
suggest that this association may not be causal [265,266], and it is likely that adequate vitamin D status is a good marker of exposure to 
other beneficial wavelengths in sunlight that have an important effect on mood. Data from RCTs are somewhat inconsistent. A meta-
analysis revealed an effect of vitamin D on negative emotion, but with very high heterogeneity, and the effect was predominantly seen 
in people who were vitamin D deficient or who were depressed at study baseline [267]. In support of this, a very large trial in the United 
States among adults without depression at baseline did not find any benefit of 5 years of vitamin D supplementation [268].

There are similarly inconsistent findings for type 2 diabetes mellitus (T2DM). A meta-analysis of observational studies found that 
each 1 standard deviation (SD) higher 25(OH)D concentration was associated with a 20% lower risk of T2DM (p<0.001), but a 
genetically predicted 1 SD increase was not significantly associated with T2DM [269]. An MR study in a Chinese population also 
found no association between genetically predicted 25(OH)D and T2DM [270]. An RCT in which 2423 people with prediabetes were 
supplemented with 4000 IU of vitamin D per day for ~2.5 years did not find a statistically significant reduction in the incidence of 
T2DM, although it is important to note that the mean 25(OH)D concentration at baseline was in the sufficient range (70 nmol L-1) and 
only 22% of participants were vitamin D deficient (<50 nmol L-1) [271,272]. In a meta-analysis of RCTs in people without T2DM, vitamin D 
supplementation significantly reduced fasting glucose and fasting insulin but had no effect on incident T2DM overall or in progression 
from prediabetes to T2DM [273]. It is plausible that the findings in the observational studies reflect a non-vitamin D pathway of sun 
exposure, whereby higher 25(OH)D concentration is an indicator of having received sufficient sun exposure to gain the other benefits. 
This hypothesis is supported by mouse studies that suggest UV radiation-induced release of nitric oxide from the skin can suppress the 
development of glucose intolerance and hepatic lipid accumulation [274].

Observational studies consistently demonstrate inverse associations between 25(OH)D concentration and cancer incidence [275], but 
confounding and reverse causality are possible explanations for this finding, and this is not supported by MR studies [276] or RCTs [275]. 
Evidence is emerging, however, for a possible beneficial effect of vitamin D supplementation on cancer mortality [275,277]. 

Case-control and cohort studies support an increased risk of MS with low 25(OH)D concentration [278], and this is supported by MR 
studies [279]. The association is less clear for other autoimmune diseases such as type 1 diabetes mellitus [280] and inflammatory bowel 
disease [279]; although there are suggestive protective effects, confidence intervals are wide and small effects cannot be ruled out. In 
terms of infectious diseases, observational studies [281], RCTs [282], and MR studies [283] indicate that low 25(OH)D increases risk and 
severity [284] of respiratory tract infection.

A recent analysis including over 500,000 participants found strong evidence for a nonlinear association between serum 25(OH)D 
concentration and coronary heart disease, stroke, and all-cause mortality. This was supported by an MR analysis, which suggested the 
risk associated with low genetically predicted 25(OH)D was only evident in those with measured 25(OH)D below 40 nmol L-1 [285]. 
However, a recent re-analysis, using different model assumptions, found no significant association with genetically predicted 25(OH)
D and mortality outcomes, irrespective of 25(OH)D concentration, suggesting that the earlier analysis may have generated incorrect 
findings (see https://pubmed.ncbi.nlm.nih.gov/36528346/).

Collectively, these findings suggest that vitamin D plays a causal role in some health outcomes, in addition to falls and fractures. 
However, there is no strong evidence to support increasing the recommended 25(OH)D target concentration to greater than 50 nmol L-1 
[285], which is the concentration recommended by many organisations internationally.

4.2.2 Revised action spectrum for vitamin D
Action spectra are biological weighting functions that are used to assess the risks and benefits of exposure to different wavelengths 
of UV radiation. An action spectrum for the production of pre-vitamin D in the skin was produced by the Commission Internationale 
l’Éclairage (CIE) in 1982, showing a maximum effect at 297 nm, with essentially no production above 315 nm. However, the validity 
of this has been questioned because it is based on the use of human skin ex vivo. A recently published study calculated the action 
spectrum for serum 25(OH)D, the accepted molecule to determine vitamin D status, using an in vivo experiment [286]. The action 
spectrum was shifted 5 nm towards shorter wavelengths, suggesting that the CIE action spectrum may need to be revised. However, 
the effect of the shift is likely to be less relevant for natural sunlight than for artificial light sources [1]. Thus while further research is 
needed to elucidate the implications of a revised action spectrum for calculating the ratio of harms vs benefits of exposure to sunlight, 
the CIE action spectrum is likely to be adequate for risk benefit calculations.

4.2.3 Effect of clothing, sunscreen, and skin pigmentation on vitamin D production
Clothing provides good protection against erythema but also has a strong inhibitory effect on vitamin D synthesis. Full body clothing 
cover, especially in females, may contribute to the high prevalence of vitamin D deficiency in many countries with high insolation. Recent 
studies confirm the influence of clothing on 25(OH)D concentration [287,288]. 

Sunscreen reduces the risk of skin cancer and premalignant lesions and is a mainstay of sun protection globally, but concerns have 
been raised that regular application of sunscreen may increase the risk of vitamin D deficiency. Two reviews suggest this is not the case 
[289,290], although there are no RCTs of the effect of routine application of high SPF sunscreen on 25(OH)D concentration. Studies 
conducted since these reviews continue to suggest that sunscreen users have higher 25(OH)D concentration than those who do not 
use sunscreen [291,292]. This is most likely because sunscreen users spend more time outdoors, but these studies suggest that using 
sunscreen does not obviate the benefits for vitamin D of spending more time outdoors. 
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Dark-skinned immigrants to northern European countries tend to have lower 25(OH)D concentration than those with lighter skin. This is 
likely due to a combination of reduced vitamin D production in darker compared with lighter skins, and to behavioural differences. For 
example, an observational study comparing Danes with dark and light skin found that those with dark skin received a lower UV radiation 
dose and exposed less body surface area than those with lighter skin. There was only minimal difference in the increase in 25(OH)
D concentration per joule of UV radiation exposure (light=0.63 nmol L-1 joule-1; dark=0.53 nmol L-1 joule-1) [293], although the analysis 
assumed a proportional response in 25(OH)D concentration with increasing body surface area exposed, which may not be the case. 
Experimental studies have generated discrepant estimates of the inhibitory effect of melanin. One study examined the effect on 25(OH)
D concentration of exposing people with different skin types to five serial whole-body sub-erythemal exposures of solar-simulated UV 
radiation [294]. Comparing people with very light and very dark skin, the melanin inhibitory factor was estimated at ~1.3. In contrast, 
in a study in which the dose of solar-simulated radiation was given as a function of minimum erythemal dose (i.e., people with darker 
skins received a higher dose), and UV radiation was delivered to commonly exposed skin sites only, the melanin inhibitory factor was 
estimated to be ~8 [295]. This issue needs to be resolved as it has implications for public health advice for people with darker skin.

4.2.4 Prevalence of vitamin D deficiency
Vitamin D deficiency is prevalent across many parts of the world. However, obtaining accurate estimates is hampered by unreliable 
laboratory assays used in many studies. The prevalence of deficiency also depends on the 25(OH)D concentration used to define 
deficiency and on the time of year when samples were collected; these factors must be considered when interpreting these data. Figure 
5 (with detailed data in Appendix Table 1) shows the prevalence of vitamin D deficiency ( 25(OH)D concentration < 50 nmol L-1) derived 
from national studies (albeit using a range of assays, not all standardised to an international standard reference method) as well as some 
recent population studies. The results of these prevalence studies emphasise the apparent high prevalence of vitamin D deficiency in 
many parts of the world. With recovery of stratospheric ozone under the Montreal Protocol, projections are for lower UV-B radiation 
at high-latitude locations [1], which could increase the prevalence of vitamin D deficiency. This effect may be ameliorated by warming 
temperatures due to climate change, resulting in greater time outdoors, as demonstrated by a study from Germany, which found 
significantly higher 25(OH)D concentration in two extreme summers (2018 and 2019) compared with the preceding 4 summers [296]. 
However, in lower-latitude locations where the temperature is already high, warming temperatures due to climate change may reduce 
time outdoors and exacerbate the problem of vitamin D deficiency, particularly in urban populations.

Fig. 5 Prevalence of vitamin D deficiency (25(OH)D<50 nmol/L). Figures for south-Asian countries (Sri Lanka, Nepal, 
Bangladesh, Pakistan, and India) are derived from a meta-analysis of studies (see Appendix Table 2) that included a range of 
different populations and 25(OH)D assays. Similarly, figures for African countries are derived from a meta-analysis of studies (see 
Appendix Table 3 ) that included a range of different populations and 25(OH)D assays. All other figures are based on population 
surveys. Data for Chile and Fiji are restricted to women. Data for Mongolia are restricted to men. Data for Denmark, Norway, 
Greece, Mexico, Ireland, and Iran are restricted to children and/or adolescents. For details of the adult age ranges for other 
countries see Appendix Table 1.
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4.3 Climate change, depletion of stratospheric ozone, and human health
In a previous assessment [79] we comprehensively reviewed the links between climate change, stratospheric ozone depletion and 
recovery, and human health. Little has been published on this topic in the last four years. The Sixth Assessment of the IPCC Working 
Group II on the effects of climate change on human health does not mention skin cancer, or other UV-induced health outcomes. 
Projections for ambient UV radiation in the coming years [1] suggest that with recovery of stratospheric ozone there will be a reduction 
in the UVI of 2-5% in northern mid-latitudes, a reduction of 4-6% in southern mid-latitudes, and no change in the tropics. Although 
large reductions in the UV Index in southern high latitudes (>60°S) as stratospheric ozone recovers are projected, this is in a region 
with no resident populations (Ushuaia in southern Argentina has latitude of 55°S). However, with a  growing number of tourists to 
Antarctica each summer season (approximately 170,000/season in recent years [297]) as well as base staff and researchers, the high 
variability in the UV Index, including maxima reaching UV Index of 14 [1] may pose risks to health. In addition to the effects of recovery 
of stratospheric ozone, reductions in cloud cover are projected to increase DNA-weighted UV radiation levels by 1.3% per decade from 
2050, based on data from 1998-2016 at four mid-latitude sites (Lauder, New Zealand; Table Mountain, South Africa; Haute Provence, 
France; Hohenpeissenberg, Germany) and one tropical high altitude site (Mauna Loa, Hawaii) [298].

In an extension of a previous analysis [299], Piacentini and colleagues applied a temperature modification to the carcinogenicity of 
UV radiation (‘effective carcinogenicity’) to estimate the incidence of KC in current and next centuries as a result of rising ambient 
temperature under different climate change scenarios (RCP2.6, RCP4.5, RCP6.0, RCP 8.5) [300]. The model projects increases in 
incidence for SCC for 2100 of 5.8%, 10.4%, 13.8% and 21.4% (for respective RCPs), and for BCC, 2.1%, 4.9%, 6.5% and 9.9%. The 
model does not take account of changing UV radiation (as a result of changes in stratospheric ozone and/or cloud cover), or changes in 
sun exposure behaviour in relation to temperature. 

5 Gaps in knowledge

During our assessment of the literature we identified the following gaps in knowledge:

• Dynamic modelling is needed to better quantify the benefits of the Montreal Protocol: Trends in skin cancer in different 
countries are likely to be due to a combination of: (1) immigration patterns, leading to changed distribution of skin types; (2) changing 
recreational and occupational exposures; (3) concerted efforts to encourage populations to adopt sun-protective behaviours; and 
(4) changing surveillance habits, potentially resulting in over-diagnosis. Importantly, any predictions will need to take account of the 
influence of climate change on human behaviour, which will be an increasingly important driver of exposure to UV radiation.

• Better methods are needed to estimate prevalence of health conditions, including keratinocyte cancer, related to UV 
radiation: Other than internal cancers and melanoma, the lack of population-based registries makes it extremely challenging to 
estimate the population incidence or prevalence of conditions, including keratinocyte cancers, related to exposure to sunlight. 
Harnessing the power of data linkage may be one way of resolving this problem, recognising that this may under-estimate the burden 
of conditions that present less frequently in the health system. 

• Photobiological studies to define the dose and pattern of UV radiation that confers minimal harm are required: There is 
currently no known UV radiation dose or exposure pattern that confers minimal harm to the skin and eyes. Related to this, over-
exposure is poorly defined and, in some settings, sunburn is considered the only relevant indicator of over-exposure. A greater 
understanding of this issue would enable messages to be developed that balance the benefits and harms of exposure to sunlight.

• The extent of the problem relating to the use of photosensitising medications needs to be elucidated: Photosensitising 
medications can result in damage to skin and eyes. However, the extent of the problem, particularly for the eyes, is unclear.

• Studies are needed to better understand beneficial effects of exposure to UV radiation: Exposing the skin and eyes to the sun 
is likely to have benefits beyond those mediated by production of vitamin D. However, while evidence of benefit and mechanisms is 
maturing, it is still in its infancy. Clearly defined non-vitamin D biomarkers of benefit are needed so that studies can be conducted to 
identify the mechanisms, along with the dose and pattern of exposure needed to confer benefits.

• Public health messaging to guide personal sun exposure to minimise harms and maximise any benefits requires more detail 
on the relative effective doses of UV radiation: In particular, we need to quantify the effect on the balance of risks and harms of 
smaller doses of UV radiation to a greater body surface area. For example, a comparison of the effect of exposure to UV radiation with 
5% and 85% of the body surface area exposed suggests that there may not be a linear increase in 25(OH)D concentration, but there 
is little information about percentages between these extremes. 
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• Current public health messages focus on lightly pigmented populations, with doses of UV radiation for harms and benefits 
uncertain for deeply pigmented skin: Skin cancers are rare, but vitamin D deficiency common, in those with deeply pigmented 
skin. Skin melanin protects the skin from UV-B-induced harms (e.g., DNA damage) and reduces vitamin D production, but the UV 
radiation dose at which these events occur needs to be quantified. Further, the action spectrum for vitamin D production may vary 
with skin type, but this is not currently known. Resolving these questions is important, enabling the development of evidence-based 
messages that recognise the increasing diversity of populations within countries.

6 Conclusions

Exposure to UV radiation has multiple harms and benefits. By preventing large increases in UV-B radiation, the Montreal Protocol has 
avoided many adverse health outcomes, consistent with Sustainable Development Goal (SDG) 3 (Ensure healthy lives and promote well-
being for all at all ages). Further, the costs of the adverse effects of exposure to UV radiation are high and increasing, and occupational 
exposures represent a considerable economic burden. The Montreal Protocol plays a role in protecting outdoor workers, consistent 
with SDG 8 (Promote sustained, inclusive and sustainable economic growth, full and productive employment and decent work for all).

In addition to avoiding large increases in UV radiation, the Montreal Protocol has stimulated research into the harms and benefits of 
sunlight exposure. The resulting knowledge has enabled harms to the skin and eyes to be ameliorated through the use of sun protection 
strategies. For the skin, this has been particularly important for people with lightly pigmented skin, and is evident in the plateauing 
trends in skin cancer seen in younger age groups in some countries. For the eyes, blindness caused by cataracts disproportionately 
affects people in developing countries due to lack of access to lens replacement surgery. These diverse effects are consistent with SDG 
10 (Reduce inequality within and among countries).

Alongside the harms, increasing recognition of the benefits is informing public health and clinical practice. For people with lightly 
pigmented skin, this underpins strategies to balance the risks and benefits of sun exposure. For those with deeply pigmented skin, 
knowledge of the importance of sun exposure may be particularly relevant for those living in areas with low ambient UV radiation for 
whom the benefits of sun exposure for most people (with the exception of those at risk of inflammatory skin disorders) are likely to 
outweigh the harms.

In conclusion, sun exposure is critical for human life on Earth. The Montreal Protocol and its Amendments have prevented large 
increases in ambient UV-B radiation. This has both mitigated the adverse effects and enabled access to the beneficial effects of sun 
exposure, thus playing a vital role globally in health and economies.
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APPENDIX 

The effects of exposure to solar radiation on human health

R.E. Neale, R.M. Lucas, S.N. Byrne, L. Hollestein, L.E. Rhodes, S. Yazar, 
A.R. Young, M. Berwick, R.A. Ireland, and C. M. Olsen

Appendix Table 1. Prevalence of vitamin D deficiency from national studies and published peer-reviewed papers

Author, 
year 
[Publication 
number]

Location Study 
years

Population Assay Season n Age Percent 
vitamin D 
deficient 
(25(OH)D< 
50 nmol/L)

Australian 
Bureau of 
Statistics [1]

Australia 2011-3 Random sample LC-MS/MS Year round ~11,000 5+ years 23.5

Black et al 
2021 [12]

Australia Nationally 
representative, 
Aboriginal and  
Torres Strait  
Islanders

LC-MS/MS 3250 adult 27.0

New 
Zealand 
Ministry of 
Health [6]

New 
Zealand

2008-
9

Nationally 
representative

LC-MS/MS Year round 3099 15+ yr 32.0

Yousef et al 
2021 [2]

Canada 2012-5 Random sampling  
of dwellings

Diasorin 
Immunoassay

Year round 11,579 3-79 yr 36.4

Herrick et al 
2019 [3]

United 
States

2011-4 NHANES – 
probability  
sample

LC-MS/MS South in 
winter, north 
in summer

16,180 ≥1 yr 18.3

Cashman et 
al 2013 [5]

Ireland 2019-
20

Nationally 
representative

LC-MS/MS Year round 246 13-18 yr 54.8

Ireland 2008-
10

Random selection ELISA (OCTEIA)

LC-MS/MS

Year round 1132 18+ yr 40.1

45.9
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Cashman et 
al 2016 [14]

Denmark 2011-2 Regionally 
representative

Variable, but 
standardised to 
the Vitamin D 
standardisation 
program

779 8-12 yr 36.8

Norway 2010-
11

Regionally 
representative

939 15-18 yr 76.1

Greece 2007-9 Regionally 
representative

806 9-14 yr 62.4

Germany 2003-6 Nationally 
representative

10,015 1-17 yr 45.6

Germany 2008-
11

Nationally 
representative

6995 18-79 yr 56.0

United 
Kingdom

2008-
12

Nationally 
representative

511 1-18 yr 53.4

United 
Kingdom

2008-
12

Nationally 
representative

977 19-91 yr 57.9

Netherlands 2006-7 Regionally 
representative

2627 40-66 yr 33.6

Iceland 2002-6 Regionally 
representative

5519 66-96 yr 33.6

Lin et al 
2021 [15]

United 
Kingdom

2006-
10

UK Biobank Diasorin Liaison Year round 449,943 40-69 yr 32.3

Kim et al 
2020 [4]

South Korea 2008-
14

Randomly selected 
households

Diasorin RIA Year round 46,405 18-80 yr 66.7

Chile 
Ministry of 
Health [7]

Chile 2016-7 Nationally 
representative

LC-MS/MS 5520 15-49 yr 
females

54.8

Mongolia 
National 
Center 
for Public 
Health [8]

Mongolia 2016-7 Nationally 
representative

Enzyme-linked 
fluorescence 
assay

Sept-Nov 1711 6-59 m 61.0

Sept-Nov 377 15-49 yr 
men

40.4

Sept-Nov 924 Pregnant 
women

75.4

Heere et al 
2010 [9]

Fiji 2004 Nationally 
representative

Diasorin RIA Winter 
(May-Sept)

511 15-54 yr 
females

11.0

Marzban et 
al 2021 [10]

Iran Randomly 
selected house-
holds living in 
rural areas of the 
Persian Gulf

IDS-ELISA 1806 Adults 28.0

Duarte et al 
2020 [11]

Portugal Nationwide, 
random sample 
of people 
living in private 
households

ADVIA 
competitive 
immunoassay

3092 18+ yr 67.0

Beer et al, 
2020 [13]

Colombia National survey ADVIA 
competitive 
immunoassay

~40,000 All ages 24.0

Toddlers 43.0

Adolescents 20.0

Flores et 
al 2017 
28241892

Mexico 2012 Nationally 
representative

Chemi-
luminescent 
microparticle 
immunoassay

Year round 2695 1-4 yr 25.9

5-11 yr 36.6
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Gromova et 
al 2020 [16]

Kazakhstan 2018 Systematic random 
sampling from 
outpatient clinics in 
each region

Abbott chemi-
luminescence 
microparticle 
immunoassay 
(CMIA)

Summer 
(May to Aug)

1347 Adults 
females

79.0

Adult 
males

56.1

Chen et al 
2017 [17]

China 2010-
2013

Nationally 
representative

Diasorin RIA Year round 6014 60+ yr 39.1

Hu et al 
2017 [18]

China 2010-
2013

Nationally 
representative

Diasorin RIA Year round 14,473 6-17 yr 53.2

Nikooyeh et 
al 2021 [19]

Iran 2013-4 Nationally 
representative

Direct enzyme 
Immunoassay

Year round 1111 19-65 yr Winter:  
90.1 
Summer: 
69.2

Nikooyeh et 
al 2017 [20]

Iran 2013-4 Nationally 
representative

Direct enzyme 
Immunoassay

Year round 667 5-18 yr Mid-Winter: 
93.2

Poh et al 
2013 [21]

Malaysia 2010-1 Nationally 
representative

Diasorin Liaison Year round 2056 4-12 yr 47.5

Poh et al 
2016 [22]

Malaysia 2010-1 Nationally 
representative

Diasorin Liaison Year round 861 2+ yr 43.7

Thailand Diasorin Liaison 495 33.7

Indonesia Immunoassay 276 44.0

Vietnam HPLC 384 48.2

Bani et al 
2022 [23]

Switzerland, 
Canton 
Ticino

Chemi-
luminescence 
microparticle 
capture 
immunoassay 
(CMIA)

18,131 All 35.5

Al Zarooni  
2019  [24]

Abu Dhabi 
Emirates

2011-2 Adults presenting 
to preventive 
health screening 
program clinics

Not provided Year round 12,346 18+ yr 72.0

Latif Zainel 
et al 2019 
[25]

Qatar 2017 Adults presenting 
to primary care 
clinics

Abbott 
immunoassay; 
multiple labs

Year round 102,342 18-65 yr Not 
treated: 
71.4 
Previously 
treated: 
53.4

Values in purple show those selected for the map displayed in Figure 5 (main text).

Appendix Table 2. Prevalence of vitamin D deficiency in South Asian countries (results from a meta-analysis) [26 
 

Country Percent vitamin D 
deficient 
(25(OH)D< 50 nmol/L)

Heterogeneity No. studies

Sri Lanka 48 1

Nepal 57 2

Bangladesh 67 5

Pakistan 73 High (18% to 99%) 18

India 67 High (18% to 99%) 39
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Appendix Table 3. Prevalence of vitamin D deficiency in African countries (results from a meta-analysis) [27] 

Country Percent vitamin D deficient 
(25(OH)D< 50 nmol/L)

Population No. studies

Tunisia (2) 68 Adults 2

Libya (1) 80 Adults 1

Egypt (5) 45 Adults 5

Sudan (1) 99 Adults 1

Ethiopia (4) 86 Adults 4

Uganda (1) 20 Adults 1

Kenya (1) 17 Adults 1

Seychelles (1) 8 Adults 1

Tanzania (3) 3 Adults 3

Zimbabwe (1)
2

1-2 year-olds (but said to be 
similar to adult levels)

1

South Africa (7) 31 Adults 7

Botswana (1)
17

<2 year-old without 
tuberculosis

1

Cameroon (1) 3.2 Adults 1

Nigeria (5) 25 Adults 5

Ghana (3) 14 Adults 3

Cote d’Ivoire (1) 9 Adults 1

Guinea-Bissau (1) 13 Adults 1

Morocco (2) 74 Adults 2

Algeria (1) 29.9 September 
41.4 March 

5-15 year-old children
1

APPENDIX FIGURE 1. UV RADIATION-INDUCED SIGNATURE MUTATIONS IN DNADNA contains 4 amino acid bases (thymine (T), 
adenine (A), guanine (G), cytosine (C)), linked by a sugar phosphate backbone. DNA is in the form of a double helix with two anti-
parallel strands, one running in the 5’ (5-prime) to 3’ direction, and the other in the 3’ to 5’ direction (5’ and 3’ refer to carbon molecules 
in the sugar backbone). Thymine and cytosine are pyrimidines; guanine and adenine are purines. Thymine binds (with a weak hydrogen 
bond) only to adenine, cytosine to only guanine. DNA is ‘read’ to construct proteins – the correct sequence of bases is critical to ensure 
the correct structure of the proteins synthesised. 
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Nucleotides are composed of a sugar molecule, a phosphate group, and a base. TpC refers to two adjacent nucleotides, where a 
thymine nucleotide is followed by a cytosine nucleotide in the sequence going from the 5’ to the 3’ direction (for example in the red 
circle above), and similarly, CpC describes a cytosine followed by a cytosine in the 5’ to 3’ direction. 

Absorption of UV-B radiation by DNA can cause adjacent thymine bases to ‘join up’ to form a thymine dimer (a form of cyclobutane 
pyrimidine dimer (CPD)).

If thymine dimers are not repaired, the result can be death of the cell. Repair enzymes can locate the CPD, remove it, and use the other 
DNA strand as a guide to repair the DNA correctly. However, faulty DNA repair can lead to the original cytosine (C) base being replaced 
by a thymine base (T), resulting in a permanent change in the sequence of bases for that strand of DNA; i.e., a UV signature mutation. 
Mutations result in incorrect “reading” of DNA and production of abnormal proteins.

• a C>T transition at a TpC dinucleotide (see red circled area above) due to faulty DNA repair of a T-T dimer.

• a C>T transition at a CpC dinucleotide (either the first or second cytosine replaced, CpC and CpC, respectively) due to faulty DNA 
repair of UV-induced DNA damage.
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Summary

Terrestrial organisms and ecosystems are being exposed to new and rapidly changing combinations of solar UV radiation and other 
environmental factors because of ongoing changes in stratospheric ozone and climate. In this Quadrennial Assessment we examine the 
interactive effects of changes in stratospheric ozone, UV radiation and climate on terrestrial ecosystems and biogeochemical cycles in 
the context of the Montreal Protocol. We specifically assess effects on terrestrial organisms, agriculture and food supply, biodiversity, 
ecosystem services and feedbacks to the climate system. Emphasis is placed on the role of extreme climate events in altering the 
exposure to UV radiation of organisms and ecosystems and the potential effects on biodiversity. We also address the responses of 
plants to increased temporal variability in solar UV radiation, the interactive effects of UV radiation and other climate change factors 
(e.g., drought, temperature) on crops, and the role of UV radiation in driving the breakdown of organic matter from dead plant material 
(i.e., litter) and biocides (pesticides and herbicides). Our assessment indicates that UV radiation and climate interact in various ways to 
affect the structure and function of terrestrial ecosystems, and that by protecting the ozone layer, the Montreal Protocol continues to 
play a vital role in maintaining healthy, diverse ecosystems on land that sustain life on Earth. Furthermore, the Montreal Protocol and 
its Kigali Amendment are mitigating some of the negative environmental consequences of climate change by limiting the emissions of 
greenhouse gases and protecting the carbon sequestration potential of vegetation and the terrestrial carbon pool.

1 Introduction

The Montreal Protocol and its Amendments have been highly effective in protecting the Earth’s stratospheric ozone layer and 
preventing global-scale increases in solar ultraviolet-B radiation (UV-B; wavelengths between 280-315 nm) at the Earth’s surface [1]. 
Consequently, this multilateral treaty, ratified by all 198 United Nations member states, has prevented large-scale detrimental effects of 
elevated UV-B radiation on agricultural productivity, terrestrial organisms and ecosystems [2-4]. Moreover, because many of the ozone-
depleting compounds controlled by the Montreal Protocol are also potent greenhouse gases, this treaty and its Kigali Amendment are 
playing an important role in mitigating global warming and other environmental effects of climate change [5,6]. 

Changes in stratospheric ozone and climate are not independent of one another [7,8] and both can affect surface ultraviolet radiation 
(UV; 280-400 nm), especially UV-B radiation [9-11]. According to current projections, which assume full compliance with the Montreal 
Protocol, future changes in UV radiation reaching the Earth’s surface are likely to be due primarily to changes in climate (i.e., mainly 
cloud cover, aerosols and surface reflectivity) rather than changes in stratospheric ozone [10,12,13]. However, future changes in UV 
radiation at the Earth’s surface are uncertain: a new study projects an increase in the UV Index of 3-8% over the tropics and mid-latitudes, 
respectively, by 2100 depending on the greenhouse gas (GHG) scenario used in the model simulations, cloud cover, and aerosol 
concentrations [10,14]. Changes in the exposure of organisms and ecosystems to UV radiation also results from increased incidence and 
extent of wildfires, which generate aerosols (also causing further damage to the ozone layer), and from alterations in vegetation cover 
from land-use practices (e.g., deforestation), melting of snow and ice, and shifting distribution ranges of species responding to climate 
change [10,12,15-18] (Summarised in Table 1). In this assessment, we address how the expected, rather small changes in UV irradiation 
interact with the on-going changes in climate to affect food security, biodiversity, biogeochemical cycles and feedbacks to the climate 
system. 

Since our last Quadrennial Assessment [12,19], the Earth’s climate has continued to change and the frequency and intensity of extreme 
climate events (e.g., heat waves, droughts, and storms), and those events resulting from a combination of weather extremes and other 
drivers (e.g., wildfires), have increased [20,21]. As global warming and its consequences continue to increase, there is renewed interest 
in possible technological interventions to reduce the warming. Stratospheric Aerosol Injection (SAI), an intervention that involves Solar 
Radiation Management (SRM), has received the most attention due to its potential feasibility. SAI would involve injecting reflective 
aerosols, such as sulphate, into the stratosphere to reflect incoming solar radiation away from the Earth’s surface [22]. There are many 
uncertainties associated with this intervention, including risks to the stratospheric ozone layer that could increase ground-level UV 
irradiance [23-25].  In addition to the risks associated with the initiation of SAI, once adopted, any subsequent termination of this climate 
intervention would lead to a rapid increase in temperature and extreme deleterious effects on ecosystems [26,27]. This, and other SRM 
interventions, would likely expose the Earth’s ecosystems to new and potentially rapidly changing combinations of UV radiation and 
other biotic and abiotic environmental factors [28]. 
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In this Quadrennial Assessment, we evaluate the current state of the science on the changes in stratospheric ozone, solar UV radiation 
and their interactions with climate change as they affect terrestrial ecosystems and biogeochemical cycles in the context of the Montreal 
Protocol [29]. We also address key gaps in knowledge and how these interacting effects and the Montreal Protocol will have a bearing 
on the targets of the United Nations Sustainable Development Goals (SDGs) and their targets.  

Table 1 Summary of the effects of various climate change-driven factors on the potential exposure of terrestrial 
plants and animals to UV radiation. Effects show direction (i.e., decreases (-) or increases (+)) in exposure to UV 
radiation with the relative magnitude of these changes indicated by the number of negative and positive signs. In 
some cases (e.g., altered phenology), changes may either increase or decrease UV exposure depending on the 
circumstances and species. Changes in exposure to UV radiation resulting from modifications in land cover (i.e., 
deforestation and shrub encroachment) refer to effects on ground-dwelling, understorey organisms. The effects on 
exposure to UV radiation shown here do not include changes in stratospheric ozone. Additional information and 
relevant references are provided in the text that follows.

Climate change effect Effect on exposure to UV radiation

Migration or range shift to higher elevations +

Migration or range shift to higher latitudes - -

Altered phenology (seasonal development) -/+

Deforestation (wet regions) +++

Shrub encroachment (dry regions) - - -

Altered cloud cover - - -/+++

Change in aerosols - -/++

Decreased snow/ice cover - /++

2 Effects of stratospheric ozone depletion on climate and extreme 
climate events on exposure to UV radiation

While both stratospheric ozone depletion and climate change can modify the amount of UV radiation reaching terrestrial ecosystems 
[8,10], ozone depletion itself can also contribute to climate change by modifying atmospheric circulation patterns and altering regional 
patterns of wind, precipitation and temperature [30-32]. The impacts of these changes in climate on terrestrial ecosystems have been 
most pronounced in Antarctica and in the high latitudes of the Southern Hemisphere, although there is evidence of ozone-driven 
climate change in Arctic regions as well [33]. In addition to the effects of climate change on UV irradiation outlined above (Table 1), 
extreme events linked to climate change (e.g., droughts, floods, heat waves, fires) may abruptly change UV radiation conditions for 
many organisms. Below, we assess recent findings on the effects of ozone-driven climate change on polar ecosystems and the potential 
effects of extreme events on the exposure of terrestrial ecosystems in general to UV radiation.

2.1  Recent stratospheric ozone depletion and climate change effects on polar ecosystems
The impact of stratospheric ozone depletion on polar ecosystems is a complex interplay between the consequences of changing surface 
UV radiation, and effects caused by shifts in the weather and climate due to the associated cooling of the lower stratosphere [12,29,34]. 
The increased UV irradiance in the polar regions as a direct result of ozone depletion has been documented since the late 1970s (ozone 
hole era) [8]. This has particularly been the case in the Antarctic region, where measurements show that the UV Index at the surface in 
late spring and early summer has, at times, been similar to that at mid- and subtropical latitudes [10,35]. In the past, it was assumed that 
snow and ice cover would provide plants and surface organisms some protection from the high UV irradiances that occur during the 
peak of ozone depletion, but with climate warming accelerating the melting of snow and sea ice, Antarctic organisms are increasingly 
being exposed to this elevated UV radiation. How these high UV irradiances in late springtime impact the resident plants and animals is 
not entirely clear; studies conducted at the end of the twentieth century found relatively small effects on plants exposed to the elevated 
UV radiation experienced at that time. This was likely due to the inherent adaptations, UV protective mechanisms and acclimation 
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responses of these species in order to survive extreme environments [36-38]. Without the Montreal Protocol, the maximum UV Index 
would have potentially increased from pre-ozone depletion levels of 6 to 20, exposing coastal Antarctic organisms to UV Indices at the 
end of this century that would be greater than those experienced today in the tropics [10]. These extreme UV radiation conditions would 
likely have exceeded the UV-tolerances of many Antarctic organisms.  In the Arctic, surface UV-B irradiance has also been elevated in 
recent years (e.g., 2019/2020) when episodic large stratospheric ozone depletion has followed anomalously cold stratospheric winters 
[10]. However, unlike in the Antarctic, these events occur during early spring when most organisms are still protected by sea ice or snow 
cover.

Changes in the stratosphere driven by ozone depletion have also been clearly shown to cause seasonally-dependent shifts in near-
surface patterns of wind, temperature and precipitation [39-42]. Knock-on effects on warming of oceans and melting sea ice cover 
have been investigated [40-49], but many uncertainties persist [50] as the effects of ozone depletion on weather patterns are occurring 
against a backdrop of climate change. Collectively, these changes have led to increased variability of weather and climate, which is most 
pronounced in the polar regions [51]. As documented in our previous assessments and elsewhere, these shifts in weather and climate 
have had pronounced impacts on many Antarctic organisms, from tiny moss and cushion plants to wandering albatross [12,34,52,53].

Since our last Quadrennial Assessment, extremes have occurred in both ozone depletion and climatic events that have led to observed 
or potential effects on plants and animals in polar regions (Table 2). Specific findings include:

• During spring 2019, the Antarctic stratosphere was strongly disturbed by meteorological influences from upward-propagating 
atmospheric waves [54-56] resulting in a small ozone hole. These stratospheric conditions played a role in enhancing prolonged 
drought over the 2019/2020 austral summer that exacerbated the unprecedented wildfires in eastern Australia [57-64]. Effects 
on stratospheric chemistry following the wildfires led to wider changes in both the chemical composition and temperature of the 
stratosphere across southern mid-latitudes [18,65-73]. Strong vertical and horizontal gradients in the ozone concentration of the 
Antarctic upper troposphere during the austral spring potentially delayed the subsequent effects on surface climate [32].The role 
of ozone depletion in modulating the dynamical coupling between the polar stratosphere and the surface at lower latitudes for this 
particular season is still under investigation.  Nevertheless, it appears likely that the combined effects of climate change and ozone 
depletion could have impacted both the timing and magnitude of these wildfires with considerable consequences for ecosystems in 
this region. 

• In contrast to 2019, a strong and persistent Antarctic ozone hole occurred in 2020 and 2021 [54,74-76] and this led to record surface 
UV irradiances at several sites across East Antarctica during early summer. It has been suggested that the Australian wildfires that 
occurred during the previous summer contributed to this strong ozone loss [18,54-56,71,72,74]. There is evidence that increased 
ozone depletion has tended to delay the annual breakdown of the Antarctic stratospheric vortex [77]. Modelling suggests that 
increasing greenhouse gas concentrations also favour a more persistent vortex [78], as well as reducing the likelihood of a weaker 
vortex [58]. While concentrations of ozone depleting substances (ODSs) remain elevated, later seasonal persistence of the Antarctic 
vortex could expose organisms to higher UV irradiances at times of year when young animals are born/hatch and when plants are 
actively growing. The loss of protective snow cover could exacerbate these effects [34]. 

• Since our last assessment there have been two widespread heatwave events in Antarctica, the first in summer 2019/2020 when 
heat records were broken around the continent [63]. In March 2022 (autumn) extreme temperatures, almost 40 ˚C higher than 
normal, were reported as an atmospheric river, or plume of warm, moist air, moved onto the Antarctic plateau. Heatwaves such 
as these accelerate melting of icebanks [79], potentially exposing vegetation to high springtime UV-B radiation from which they 
have previously been protected [36]. The impacts of these heatwaves and the subsequent ice melt have been poorly studied in 
Antarctica in part due to the lack of environmental monitoring with networks of sensors tracking temperature and climate variables at 
appropriate scales. This lack of data is well illustrated by the recently published global maps of soil temperature [80], which exclude 
Antarctica. Warming temperatures on the Antarctic Peninsula are opening up ice free areas [79] causing the expansion of vascular 
plants [81] and increasing the possibility of new plant and animal species invading the continent [21,82]. As in the Arctic, there are 
examples of both plant expansion (i.e., “greening”, [81,83]) and death of plants by drought (i.e., “browning”, [84-88]). Heatwaves 
may also be particularly detrimental to mosses, as they survive by creating warm microclimates in Antarctica’s cold environments but 
this may become a disadvantage as air temperatures increase [89].

• In the Arctic, unprecedented low total column ozone values occurred in the 2020 boreal spring [90,91] due to strong stratospheric 
ozone depletion, and this resulted in record-breaking high solar UV-B irradiances [92,93]. These conditions were promoted by weak 
tropospheric wave activity [90,94], associated with anomalous sea surface temperature in the North Pacific [33], which caused the 
stratospheric vortex to become large and stable. Heatwave conditions that occurred in the Siberian Arctic in early 2020 [95] appear 
to have been aided by atmospheric circulation patterns that were affected by the strong ozone depletion [33,94]. Ozone depletion 
in March 2020 may also have aided the prevailing reduction of sea ice in the Arctic Ocean bordering Siberia [96]. As indicated 
above, most Arctic organisms are currently protected by snow and sea ice at the time of maximum ozone depletion and high UV 
radiation conditions at this time of year (i.e., early March to mid-April 2020), but changes in snow and ice cover resulting from climate 
change could increase exposure to UV radiation. 



Chapter 4

173

Table 2 Summary of environmental effects of stratospheric ozone changes and concurrent climate extremes from 2018-2022. 
The factors that affect the size of the Antarctic and Arctic ozone holes each spring bring widespread climate impacts that can 
extend far beyond the polar regions. For example, Antarctic ozone depletion varies with the phase of the southern annular 
mode (SAM). The SAM phase has been linked to the black summer (2019/2020) bushfires in Australia, which produced aerosols 
that contributed to further ozone depletion and smoke particles, which accelerated snow melt in New Zealand and Antarctica. 
Note that the assessment of the environmental impacts of heatwaves and anomalous ozone dynamics has been extremely 
limited due to the COVID-19 pandemic that prevented many planned scientific visits to remote polar regions.

Ozone effects Climate 
extremes and 

associated 
effects

Plant responses Animal responses, 
including humans

Antarctica and Southern Hemisphere (September 2019-February 2020)

Anomalously 
small ozone 
hole.

Wildfires 
in Australia 
produced 
aerosols that 
caused ozone 
depletion and 
black carbon 
particles that 
accelerated 
snow melt [97].

Widespread loss of plant biomass in Australia [98]. Loss of human life and 
adverse health effects; loss 
of domestic animals and 
wildlife [99-102].

Heatwaves in 
Antarctica [103].

Additional snow melt that caused temporary greening of some 
previously moribund moss beds in East Antarctica [53,104]. 

Vascular plants on the Antarctic Peninsula appear to be faring 
better than mosses under global warming and the grass 
Deschampsia antarctica appears to be quite tolerant of in-vitro 
high temperature shock treatments [105].

Extreme summer marine heatwaves increased chlorophyll a (an 
indicator of the abundance of phytoplankton) in the Southern 
Ocean [106].

Hotter and longer heatwaves increased the mortality and 
decreased post-heatwave growth rates in the Southern Ocean 
diatom Actinocyclus actinochilus relative to milder, shorter 
heatwaves [107].

Functional thermal limits 
for the Antarctic sea urchin 
(Sterechinus neumayeri) 
were determined 
under simulated marine 
heatwaves. Key biological 
functions vary in their 
thermal sensitivity and in 
their responses to different 
rates of warming [108].

Arctic (January – April 2020)

Anomalously 
large ozone 
depletion [8].

Heatwave in the 
Siberian Arctic; 
accelerated loss 
of sea ice [96].

Permafrost warming and thaw lead to landscape changes 
(retrogressive thaw slumps) and increased greenhouse gas 
emissions [109].

Negative impacts on 
organisms that depend on 
sea ice; positive impacts on 
animals that thrive in open 
oceans [95,110,111].

Antarctica (November – December 2020 and November – December 2021)

Persistent ozone 
hole producing 
anomalous 
surface UV 
irradiance [97]. 
See also [10].

Persistent ozone hole producing anomalous surface UV 
irradiance [97]. See also [10].

High potential for excessive 
exposure to UV radiation as 
animals return to breeding 
sites in spring and early 
summer [112]. Reductions 
in Antarctic sea-ice [21] will 
result in higher exposure 
to UV radiation in the water 
column.
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2.2  Interactive effects of extreme climate events and UV radiation extending beyond polar   

 ecosystems
Globally, extreme climate events (ECEs91) are increasing in frequency and severity with climate change and are projected to become 
even more prevalent in the future as the climate continues to change [20]. Examples of ECEs include stronger storms and tropical 
cyclones, catastrophic floods, protracted droughts, anomalous heat waves and freezes, and more intense wildfires [114-119]. ECEs 
cause long term disruption to ecosystem structure and function [120-123] and occur against a backdrop of more gradual changes in the 
environment (e.g., rising surface temperatures and atmospheric carbon dioxide (CO2) concentrations). These disruptions to ecosystem 
function can exacerbate the deleterious effects of ECEs on plants and animals [124]. Extreme climate events also alter the amount of 
UV radiation reaching terrestrial ecosystems (Fig. 1). These changes in UV radiation can occur over short or long timeframes, which can 
then lead to acute or chronic effects on ecosystems, respectively. The changes in solar UV radiation together with other environmental 
factors (e.g., temperature, availability of moisture) may affect biodiversity, productivity, emissions of greenhouse gases [125-127], and 
ecosystem carbon storage [124]. For example, fires, floods, and tropical cyclones (hurricanes) all create openings in forest canopies 
[128,129], driving subsequent adjustment in the understorey vegetation to an acute or chronic increase in incident solar radiation; these 
increases in solar radiation are often accompanied by increases in temperature and decreases in soil moisture [130-132]. There is also 
an associated increase in the amplitude of fluctuations in these abiotic factors. Some plant species (e.g., shade-adapted specialists) 
may not be able to adjust to this new environment and will go locally extinct.  However, other plant species can respond quickly to 
these environmental changes [133-135] and may increase in abundance.  With respect to UV radiation, some plant species can respond 
rapidly to increases in amounts and variability in solar UV radiation through the production and accumulation of UV-protective pigments 
[132,136] (Sect. 3), and these attributes may allow these species to be successful in the changing conditions. From an ecosystem 
perspective, fires and hurricanes are among the most disruptive examples of ECEs as they can cause the loss of productivity and 
biodiversity, and increase the emissions of GHGs [137-139], which can be enhanced by UV radiation (Sect. 6).

Fig. 1 Pathways by which extreme climate events (ECEs) driven by changes in stratospheric ozone and climate can affect 
exposure of terrestrial organisms and ecosystems to UV radiation. Changes in stratospheric ozone and climate interact to 
influence the frequency and intensity of a number of ECEs (upper-most grey rectangles).  These ECEs in turn affect atmospheric 
and surface intermediaries (multi-coloured ovals connected with ECEs by overlapping shaded regions), which can increase (+) 
or decrease (-) the solar UV radiation reaching terrestrial organisms and ecosystems. Solid arrows show direct mediation by 
climate, ozone and UV radiation on ECEs and potential interactive and feedback effects. Dashed arrows show chronic effects of 
climate change factors. 

The disruptive nature of ECEs also opens up the remaining ecological communities to invasive species, which can further 
destabilizethese systems [12]. For example, certain invasive species that can tolerate high solar radiation and colonise open habitats 
may displace some native, specialised or endemic species [140]. To what extent differences among plant species in their tolerances 

91 An extreme climate event has been defined as “an episode or occurrence in which a statistically rare or unusual climatic period alters ecosystem structure and ⁄or function 
well outside the bounds of what is considered typical or normal variability” [113]; or similarly, according to the IPCC, “if the value of a variable exceeds (or lies below) a 
threshold” that is exceeded [20]. Compound extreme events are the “combination of multiple drivers and/or hazards that contribute to societal or environmental risk.” An 
example of a compound extreme event would be fire weather conditions which are the combination of hot, dry, and windy conditions [20].    
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to UV radiation influences species invasions into high UV environments remains unclear [141,142]. Recovery of ecosystems from these 
ECEs will largely depend on the species that colonise the more open habitats created, and their biodiversity value and traits that support 
ecosystem function [143].

Wildfires and droughts affect the amount of UV and photosynthetically active radiation (PAR; 400-700 nm) reaching terrestrial 
ecosystems due to increasing aerosols from smoke and dust, and volatile organic compounds released by plants [144].  These 
atmospheric changes not only reduce PAR and UV radiation, but also change the spectral composition of sunlight at ground level [145]. 
Importantly, changes in air quality resulting from fires and droughts can occur well beyond the location of these events [146-148]. Thus, 
these conditions arising from fires and droughts can potentially affect photosynthesis and light-driven development in plants [149], as 
well as litter decomposition and GHG emissions in ecosystems [19] not directly impacted by these extreme events (Sect. 6.1). 

3 Effects of UV radiation and climate interactions on plants and animals 

While moderate UV-B irradiance serves as an informational cue that facilitates the normal regulation of plant growth and metabolism, 
exposure to excessive UV radiation, and in particular short wavelength UV-B radiation, can have deleterious effects on terrestrial 
organisms [e.g., 150]. As sessile, photosynthetic organisms, plants require sunlight for their growth and reproduction, but this also 
means that they can receive a large cumulative amount of solar UV radiation over their lifetime. This cumulative amount would have 
been very high in the extreme UV irradiation conditions that would have occurred without the Montreal Protocol [1]; however, because 
of its implementation appreciable reductions in photosynthesis in terrestrial plants have been avoided. High UV irradiance conditions 
would also likely impair growth with severe consequences for global carbon storage and climate [3,10] (Box 1).  Under current climate 
conditions, and in most regions of the world, land plants appear to show adequate protection against UV radiation that limits the 
deleterious effects of moderate UV-B radiation. There are physiological similarities in responses to adverse conditions (stress), that may 
determine the extent to which plants can tolerate increased UV radiation in combination with other abiotic factors (e.g., temperature, 
drought, elevated CO2) that occur simultaneously. In this section, we highlight recent progress in identifying the mechanisms by which 
plants perceive and respond to UV radiation. These findings allow us to better assess the impacts of changes in UV radiation, plant 
response to rapid increases in UV radiation (as occur following many ECEs), and how UV radiation interacts with environmental stresses 
(e.g., climate change) to modulate their growth and productivity. 

In contrast to the abundant literature on the effects of UV-B radiation on terrestrial plants, far less attention has been paid to the effects of 
UV-B radiation on terrestrial animals. What research there is on animals, typically addresses vision in the UV-A waveband and its effect on 
behaviour [151], and the application of these findings for controlling insect pests and pollinators of certain crops [152]. One exception 
is the increasing research, largely focussed on agricultural systems, showing that terrestrial invertebrates, including mites [153,154] 
and insects such as aphids [155-157], are vulnerable to direct damage from UV-B radiation. There are interesting parallels between 
invertebrate and plant responses to UV radiation; for example, in the role of DNA-repair [158,159], antioxidant metabolism [160-163] 
and pigments [156,157,162] in conferring UV-protection. This includes evidence that mites can obtain UV protective compounds by 
consuming pollen [161]. It is also clear that avoidance behaviour plays a major part in reducing the exposure of invertebrates to solar UV 
radiation [153-155,164]. 

3.1 Perception and response of plants to changing UV radiation
The need to better understand how organisms respond to elevated UV-B radiation, as occurs with stratospheric ozone depletion, 
stimulated research that eventually led to the discovery of a UV-B photoreceptor in plants (UVR8, which stands for Ultraviolet 
Resistance Locus 8) [165]. It is now well-documented that UVR8 mediates a number of plant responses to changes in UV-B radiation in 
the environment. Recently, UVR8 has been found to operate over a spectral region extending through the UV-B and part of the UV-A 
radiation wavebands [166]. Thus, variation in solar UV radiation attenuated by the stratospheric ozone layer (which screens UV radiation 
up to ca. 335 nm) is well matched to the action spectrum of UVR8 [167,168]. This might suggest that the evolution of UVR8 allowed 
plants to perceive and respond to environmental cues related to changes in stratospheric ozone. 

The UVR8-signalling pathway likely evolved very early in the transition of plants from aquatic to terrestrial environments [169-171]. Two 
overlapping signalling pathways for UV responses (UVR8/WRKY36/HY5 and UVR8/COP1/SPA-HY5 pathways) have been conserved 
during the evolution of green plants [171,172]. These pathways regulate a series of genetic transcription factors that affect accumulation 
of flavonoids, functioning of the plant hormone auxin, and growth (i.e., through inhibition of elongation of lateral roots and hypocotyls 
[173]). Subsequently, diversification of signal transduction to increase crosstalk with other signalling pathways that control the 
production of additional secondary metabolites, such as brassinosteroids (hormones involved in plant development), enabled fine-
tuning of tolerance to UV radiation in photosynthetic organisms. 
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Specific responses in plants that are involved in their acclimation to UV radiation include: the accumulation of flavonoid pigments as 
UV sunscreens, shorter stature with increased branching, and smaller leaves with thickened cell walls. These changes together with a 
more conservative strategy (i.e., slower but more efficient growth, photosynthesis, and water loss [174,175]) collectively mitigate the 
potentially deleterious effects of current levels of solar UV radiation on plants. 

Among the diverse functions of phenolic compounds in growth, development and reproduction, certain flavonoids and related 
phenolic acids (e.g., hydroxycinnamic acid derivatives) screen UV radiation in plant tissues and are therefore central to plant UV-
acclimation responses. The accumulation of these compounds in leaves, flower petals and pollen is temperature dependent but is 
also driven by UV-B radiation [136,176,177]. Flavonoids fulfil many additional roles in plants, in that they are involved in ameliorating 
biotic and abiotic environmental-stress, regulating the transport of certain hormones (i.e., auxin) and are required in many species for 
successful germination and growth of the pollen tube on the stigma of flowers, where they participate in cell signalling and recognition 
[178-181]. There is also evidence that greater accumulation of flavonoids in pollen grains improves their germination (e.g. in Clarkia 
unguiculata; [182]) and flavonoids function in UV-screening in pollen, which is essential to maintain viability [183,184]. Additionally, 
flavonoid glycosides (quercetins and kaempferols), hydroxycinnamic acids and anthocyanins in leaves and pollen act as strong 
antioxidants, and, as such, they scavenge reactive oxygen species (ROS) produced by abiotic stressors such as excessive solar radiation, 
including UV-B radiation [179,185].

In assessing plant acclimation to increased UV radiation, it is relevant to consider responses to short-term, rapid fluctuations in UV 
radiation - as would occur with changing cloud cover or from day-to-day during the break-up of the stratospheric ozone hole - as well as 
to the longer-term (i.e., decade-scale changes that occur from anthropogenic changes in stratospheric ozone together with climate). 
The patterns of these responses can be used to evaluate whether plants’ epidermal UV screening and photoprotection principally 
acclimate to immediate changes in UV radiation or if plants mainly rely on other mechanisms that allow trans-generational improvements 
in protection against UV radiation (i.e., genetic adaptation or epigenetics). There is increasing evidence that the accumulation of 
photoprotective compounds (including flavonoids, hydroxycinnamic acids and carotenoids) tracks seasonal and even daily variation 
in UV radiation [186-191]. In general, the magnitude of diurnal changes in UV screening is less than those that occur during the 
development of leaves. Diurnal changes in UV screening can, however, be of comparable size to the variation in screening that results 
from day-to-day fluctuations in UV radiation and temperature [177,187,192]. Rapid acclimation of UV-screening to short-term changes 
in UV radiation indicates a high level of phenotypic plasticity and suggests that many plants can acclimate to short-term fluctuations in 
UV irradiance arising from transient reductions in stratospheric ozone, reduced cloud cover or certain ECEs (Fig. 1; Sect. 2.2). In fact, a 
comparison of 629 taxa growing together at high elevation and high latitude locations subject to strongly contrasting UV irradiances, 
found phenotypic plasticity in epidermal UV screening according to their immediate growing microenvironment, and this outweighed 
any differences in adaptation arising from their evolutionary history under disparate climates [193]. Similarly, the importance of the local 
environment over the place of origin is also highlighted by experiments where species and populations are grown in the same location 
and habitat (i.e., common-garden experiments [194]).

Although the capacity for rapid acclimation may be advantageous for adjusting to short-term environmental variability, high phenotypic 
plasticity may interfere with the capacity for genetic adaptation to changing conditions over long time periods [195-197]. Understanding 
the relative importance of phenotypic plasticity vs genetic adaptation is needed to evaluate the consequences of climate change-
induced range shifts that expose plant species to UV irradiances that might be beyond those experienced in their historic ranges (Sect. 
4.1).

Studies examining the mechanisms by which native plant species tolerate naturally high UV-B environments can provide insights into 
the range of adaptive responses exhibited by plants to UV-B radiation. For example, Rheum nobile (Sikkim Rhubarb), an herbaceous 
plant that grows above 4000 m on the Tibetan Plateau, has large translucent flower bracts containing high concentrations of flavonoids, 
which form a protective cover over its flowers. This species can thus attenuate UV-B radiation within its floral tissues to similar levels 
across its elevation range [198]. In the same region, other herbaceous plants, such as Megacarpaea delavayi (a wild mustard; [199]) 
and five species in the genus Saussurea (thistle-like plants in the sunflower family; [200]) have a rapid DNA repair mechanism to mitigate 
the damaging effects of high UV-B irradiances. Comparative genomic analysis of 377 Tibetan peach populations showed that the 
expansion of SINE retrotransposons (genetic variations that regulate gene expression), promotes adaptation to UV-B radiation [201].  
These, and other evolutionary adaptations of specialist alpine species to extreme UV radiation conditions indicate how plants in general 
might adapt to high UV-B irradiances. However, the rate of changes in UV irradiance as a result of ozone depletion or climate change is 
likely to outpace the rates of adaptation in many species, especially long-lived perennials such as trees. Additionally, plants endemic to 
high elevations often have limited distribution ranges and abundances, and may be among the most vulnerable to habitat loss due to 
climate change.
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Box 1  The effect of terrestrial ecosystems on climate change in a world without successful controls of ozone-depleting 
substances.

A recent modelling exercise [3] estimated that large increases in plant effective UV-B radiation resulting from uncontrolled 
emissions of ozone-depleting substances (ODS) would have strongly reduced carbon dioxide uptake by terrestrial vegetation 
in the “world avoided” (i.e., a world without effective control of ODS by the Montreal Protocol) compared with the “world 
projected” (i.e., the actual world with the Montreal Protocol projected into the future). As a result of the control of ODS 
emissions, by 2100 it was estimated that:

• Carbon storage by terrestrial vegetation would have decreased by 325-690 billion tons;

• Atmospheric CO2 concentrations would have increased by an additional 190 ppm, on average (range = 115-235 ppm; panel 
(a) in the figure below); and 

• Global mean surface temperature would have risen an additional 2.5°C (range = 2.4-2.7°C; panel (b), which includes the 
ODS warming effect (1.7°C) and the UV plant effect (0.85°C). 

Because of the relatively long time period involved, there are significant uncertainties associated with these projections. The 
size of the effect depends on the action spectrum used to describe the sensitivity of photosynthesis to different wavelengths 
of UV-B radiation and on extrapolating the dose response relationship between change in plant effective UV-B radiation and 
primary productivity (see Sect. 8 and [9]). 

Nonetheless, this modelling highlights both the potential damage to terrestrial ecosystems in the world avoided scenario 
and the limits imposed on such models by the scope of known responses of plants and mixed vegetation to changes in UV-B 
radiation. 

Changes in atmospheric CO2 concentrations (a) and surface temperature (b) resulting from UV-B radiation under scenarios with 
(violet line) and without (orange line) the Montreal Protocol. Shading around the orange line represents the range of responses 
from simulations assuming a 50-150% range of plant responses to UV radiation. Figure adapted from [3], reproduced by 
permission. 

 

3.2  Proxies for past solar UV irradiance based on acclimation responses of modern-day    

   plants to UV radiation

Because many of the phenolic UV sunscreens accumulated by plants are resistant to decay, it may be possible to infer historical changes 
in solar UV radiation from tissue samples of plants that have been preserved in herbaria or in sediment cores. Herbarium specimens offer 
the potential to retrospectively infer past environmental conditions by assessing how plant traits have changed over the period of their 
collection (usually decades). However, to be reliable proxies for UV radiation, herbarium specimens must be sampled in a consistent and 
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unbiased manner over time (See [202] for a full discussion of necessary procedures). If these protocols are followed, and if other factors 
that can modify flavonoid and anthocyanin accumulation in plants (e.g., shading, changes in temperature, availability of moisture or total 
solar irradiance) are accounted for, one could associate trends in pigmentation of thermostable compounds with historical changes in 
UV radiation. 

Over longer time frames the effects of major global events such as changes in solar activity, volcanic eruptions, or reversals in the Earth’s 
magnetic field (e.g., at the Laschamps Excursion 42,000 years ago) might be examined through changes in the phenolic composition 
of pollen or spores. For example, the hydroxycinnamic acid para-coumaric acid, which is preserved in fossilised sporopollenin (a 
compound that forms the outer wall of spores and pollen), continues to be the focus of research seeking such a proxy for UV-B radiation 
over geological time periods. However, before it can be reliably used it is necessary to ascertain the action spectrum of its response to 
UV radiation, its rate of degradation, the response time of its synthesis, as well as the consistency of response among species and over 
time [203]. In the case of fossilised pollen from Nitraria (a steppe plant) and conifers, chemical signatures have been shown to differ 
from those of contemporary (extant) pollen in a predictable and consistent manner such that stable relationships can be modelled [204].

3.3  Interactive effects of UV radiation and climate change factors
Ongoing changes in climate, together with associated changes in plant species distribution, are exposing wild plants, forests and crops 
to new combinations of UV radiation and other climatic conditions [10,125]. Combinations of particular concern are high UV-B irradiance 
and drought or temperature, as climate change is increasing the frequency and severity of heat waves and droughts, and these events 
frequently coincide with high UV radiation, particularly at mid to low latitudes [205]. 

There are marked similarities in the acclimation responses of plants to increases in UV radiation and drought. A recent meta-analysis 
found these two sets of responses to be generally consistent irrespective of whether experiments were performed in controlled 
environments (i.e., growth chambers or greenhouses) or in the field [206]. In general, when plants are exposed to co-occurring drought 
and increased UV irradiance, the accumulation of defence compounds (e.g., proline and secondary antioxidants, such as flavonoids 
and anthocyanins) and other stress responses (e.g., decreased leaf area, reduced stomatal opening) is enhanced. Thus, the combined 
detrimental effects of these stressors on plant function are milder (i.e., reduced production of stress-associated malondialdehyde (MDA) 
and reactive oxygen species (ROS), and this reduces the negative effects on photosynthesis and biomass production [206,207]. The 
response of plants to increased UV radiation may therefore confer cross-protection against drought [206,208] and mitigate some of the 
detrimental effects of drought on plant growth and productivity, unless both stress factors are excessive. Further, it has been postulated 
that plants may use UV radiation as a signal of impending drought [209]. The functional association between exposure to drought and 
UV radiation exposure appears to involve common physiological defence and acclimation responses [209,210]. For example, multiple 
studies have shown that overexpression of protective pigments in plants results in enhanced protection against both drought and UV-B 
radiation [211,212]. UV-B radiation can even be exploited for seed priming, resulting in enhanced expression of drought tolerance of 
plants grown from such UV pre-treated seeds [213]. Certain agricultural practices may also negatively impact crop tolerance of both UV 
radiation and drought. For example, growth allocation to roots relative to shoots often increases in drought-stressed plants, as well as 
those exposed to high solar UV-B radiation (i.e., increased root:shoot ratios), but high nitrogen availability has the opposite effect on 
root:shoot allocation [214]. 

High UV-B irradiance often co-occurs with high temperatures. A recent study of a commercial tomato cultivar (Solanum lycopersicum 
cv. Money Maker) compared plants transferred under near-ambient solar UV radiation to those placed in a UV exclusion treatment in 
the field. Exposure to UV-B radiation led to partial closure of leaf stomatal pores, reducing transpiration and evaporative cooling, and 
thus increasing leaf temperature by up to 1.5°C [215]. These findings are relevant in warmer climates where even small increases in 
temperature may have substantial consequences for survival of crops [216], as high temperatures are well-known to negatively affect 
photosynthesis and growth of many plant species. More broadly, a recent meta-analysis across terrestrial, freshwater and marine 
plants, algae and animals [217] showed that any negative effects of UV-B radiation can be somewhat compensated for by elevated 
temperatures, although this depends on the habitat and organism involved. This positive effect of warming appears to be restricted to 
cool climates where organisms often function at temperatures below their physiological optima, and thus is not expected to occur in 
environments approaching the thermal and physiological limits of organisms [217]. Given the current context of global warming, more 
detailed temperature and UV-radiation dose-response studies are required to fill this knowledge gap. Furthermore, the scope of such 
studies needs to go beyond crop yield, as early evidence shows that interactive effects of heat and UV radiation can also affect crop 
quality [218] (Sect. 5.2). 

Apart from high temperatures, the effects of UV radiation on plants can also be modified by low temperatures, and climate change is 
expected to increase the incidence of extreme cold events in some regions [20](Sect. 2.2). In studies with the model plant Arabidopsis 
thaliana, the synthesis of flavonoids is strongly enhanced in response to low temperatures (4/2°C, day/night) compared to moderate 
temperatures (18/20°C), just as it is by UV radiation. Where plants are simultaneously exposed to both cold and UV radiation, complex 
interactive effects are observed, with UV-B decoupling flavonoid accumulation from gene-expression, indicating post-translational 
regulation [219]. Low temperatures and UV-B radiation also produce a shift in the composition of flavonoid glycosides from kaempferols 
to quercetins [177]. The shift in composition towards quercetin synthesis at low temperatures suggests an enhancement in antioxidant 
function [177,220], which could increase overall plant hardiness. 

Temperature is a cue for many organisms, controlling their seasonal development (i.e., phenology). Changes in thermal regime, such 
as periods of extreme heat or cold or even an absence of cold temperatures, can disrupt the timing of growth, reproduction, and other 
aspects of phenology [221,222]. Temporal shifts in phenology can also change the seasonal timing of exposure to UV radiation, as solar 
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UV radiation varies at high-to-mid latitudes over the course of the year. Shifts in phenology due to changes in climate and UV radiation 
may result in new combinations of biotic interactions (i.e., competitors and pests; Sect. 4.1) and abiotic stresses that may be outside the 
tolerances for some species. For plants, these new combinations of abiotic stresses can have detrimental effects on their growth and 
survival even though each individual stressor may have a negligible effect [223].

Complex effects on plants may also occur when other environmental factors interact with UV radiation. Recent studies have revisited the 
interactive effects of UV radiation and increased nitrogen deposition [224], ozone pollution [15,225] and elevated atmospheric CO2 
concentration, where short term stimulation can be outweighed by long-term downregulation of photosynthesis [226], as noted in our 
previous assessments [12,227]. Elucidation of the interactive effects of UV radiation and these other environmental factors is necessary 
to improve our ability to model and assess the effects of UV radiation on the carbon sequestration of terrestrial vegetation in a changing 
climate (e.g., Box 1). 

4 Species distributions and biodiversity

Maintaining the wide variety of plants, animals, and microorganisms in terrestrial environments (i.e., biodiversity) is essential for 
ecosystem health, stability, and valuable services provided to humans. The loss of biodiversity can occur directly (e.g., hunting or 
harvesting) or indirectly (e.g., loss of habitat, climate change, and invasive species). While considerable attention has been given to the 
effects of climate change on biodiversity [21,228,229], far less is known about how solar UV radiation might interact with climate change 
to influence species distributions and diversity in ecological communities. We examine these effects from available studies and evaluate 
how the UV radiation exposures of species can potentially change as their distributions shift in response to climate change.

4.1  Potential effects of climate change and UV radiation on shifting species distributions 
Plant and animal species are migrating or shifting their distribution ranges to higher elevations and latitudes in response to on-going 
changes in climate [230-232]. As species occupy higher elevations and latitudes, they may encounter increased or decreased UV 
radiation, respectively, because of the natural gradients in solar UV radiation that occur with elevation and latitude (Table 1). Some 
plants and animals are also shifting their ranges in the opposite direction, viz., towards lower elevation (lower UV radiation) and latitude 
(higher UV radiation), to avoid the increased seasonality of temperature at higher latitudes [233,234]. How species respond to novel 
combinations of UV radiation and multiple climatic conditions has direct implications for how they will interact with other species, 
including their pests and pathogens (Sect. 5.3), with consequences for biodiversity [e.g., 235]. 

Latitudinal change. While the changes in UV radiation received by plants and animals resulting from latitudinal shifts in ranges are 
generally rather modest, they may affect terrestrial ecosystems and biodiversity. For instance, if one assumes species migrate at their 
maximal rates to keep pace with climate change (i.e., their average climate velocity for the period 2050-2090; [236]), the UV irradiance 
under clear sky conditions for herbaceous plants would decline by 4.5%, while that for more mobile plant-eating insects would decline 
by 16.2% after a century of climate change (Fig. 2A). 

Plants encountering reduced UV-B irradiance resulting from range shifts would likely reduce their levels of UV-protective compounds 
(i.e., epidermal flavonoids and other phenolic compounds) [237,238].  The multiplicity of roles performed by these plant secondary 
compounds could, in turn, make some plants more vulnerable to herbivores [239,240] (Sect. 5.3) as some of these chemicals serve as 
deterrents for insect herbivores. 

Accelerated loss of biodiversity will likely occur as climate change continues to exert its effects on range shifts on plants and animals. 
Plants use both temperature and day length (photoperiod) as environmental cues for regulation of phenology (flowering, dormancy, 
budburst, etc.). Trees with long generation times may be especially vulnerable to extinction because they have limited opportunities 
to genetically adapt to a changing photoperiod and their environmental cues such as UV radiation may be mismatched with their new 
environment [241-243]. 

At present, it is unclear how changes in UV radiation in combination with climate change will affect species migrations and adaptation as 
experimental and modelling data are not yet available to quantify and fully assess the risk of these interactive effects. 

Elevational change. For many montane ecosystems, climate change is resulting in the migration of lower elevation species to 
higher elevations. Climate change is also reducing the envelope of suitable habitats for high elevation alpine species to survive, 
while increasing competition against emigrating species from lower elevations [21,244]. However, like latitudinal shifts towards the 
equator, elevational distribution changes also occur downslope for some species [233,234]. For species shifting their ranges to higher 
elevations, their exposure to solar UV radiation would be expected to increase, assuming no change in cloud cover (Fig. 2B). Further, 
reduced snow cover due to warmer temperatures exposes organisms to fluctuations in temperature and solar radiation, including UV-B 
radiation [245]. 
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High elevation alpine plants often have heightened accumulation of UV-screening compounds and herbivore defence [141,246-249]. 
Across a diversity of plant species from alpine and subalpine zones in Bulgaria, improved photoprotection has been found to effectively 
prevent greater DNA damage caused by increased UV radiation at higher altitudes. These mechanisms were sufficiently effective 
since plants growing at the highest elevations had fewer UV-induced DNA dimers than those at lower elevations, with grasses (Family 
Poaceae) least susceptible to UV-induced DNA damage among a wide diversity of plant families tested [250]. Nevertheless, as species 
migrate to high elevations, more resources may be allocated towards protection against UV radiation, and this could in turn divert 
resources away from growth, which could then reduce competitive ability [251,252]. Depending on the availability of suitable habitats 
at higher elevations, these changes in species interactions have the potential to negatively affect biodiversity [253] by shifting the 
balance of competition between species [254,255]. 

While climate change is causing many species to migrate to higher elevations, these climate change-induced shifts in distribution ranges 
are often most pronounced for non-native, invasive species [256-258]. At present, it is unclear if UV radiation affects native and non-
native invasive species differently [141,142,259-261]. However, invasive species are generally considered to exhibit greater phenotypic 
plasticity to new environments than native species, although this may depend on availability of resources [262,263].  In some cases, 
invasive species have been found to alter their production of UV screening compounds to a greater degree than native species [141]. 
This flexibility may allow non-native, invasive species to occupy new habitats more rapidly than native species and, in some cases, 
outcompete endemic alpine species [235]. 

Fig. 2 Potential changes in exposure to UV radiation 
as plants and insects migrate to higher latitudes 
and elevations with climate change. Panel A shows 
the estimated changes in UV radiation as plants 
and their herbivorous insects migrate poleward 
after 100 years (y) of climate change. UV radiation 
data are simulated midday summer (June 21) UV 
irradiances (here reported as UV Index; red line) 
based on stratospheric ozone levels in 1980 at 
sea level (radiative transfer model TUV; [264]). 
Horizontal arrows show distances migrated for 
herbaceous plants (green arrow) and plant-eating 
insects (orange arrow) originating from 30° N after 
100 years of climate change assuming maximum 
rates of migration and average climate velocity 
for 2050-2090 (from [236]). Panel B shows the 
simulated midday summer (June 21) clear sky UV 
Index changes with elevation in the European 
Alps (46° N latitude; red line) and the estimated 
changes in UV irradiance for plants (green line) and 
insects (orange line) as they migrate from 2000 m to 
higher elevations after 100 years of climate change, 
assuming average current rates of leading edge 
migration for Western European montane plants 
(28.2 m/decade) and insects (90.5 m/decade) 
[265].

4.2 Assessing the risks to biodiversity from the interactive effects of UV radiation and climate     

 change
Climate change can cause declines in biodiversity by reducing the availability of suitable habitats for species and by differentially shifting 
their distribution ranges, which then disrupts species interactions and ecosystem function. If species cannot keep pace with climate 
change, then populations will decline leading to a loss of biodiversity. In this context, species distribution models (SDMs) are used to 
determine how climate change will affect future habitat suitability of species through changes in key abiotic drivers. These models can 
be used to inform species conservation as well as management for plant production in agriculture and forestry [266].

Several studies have shown that the inclusion of solar UV-B radiation in models forecasting future distribution ranges of ecologically and 
agriculturally important crop and tree species improves their statistical predictive power [267-273]. These models are based on different 
scenarios of climate change (i.e., IPCC scenarios of greenhouse gas emissions) and create projections based on correlative relationships 
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between climate and species occurrence. These projections suggest that the ranges of some species of native plants from open, dry 
habitats found in arid and semi-arid shrub-steppe biomes will expand to higher elevations [268-273], while the ranges of willows and 
other related species from wetter habitats will contract [267].

Some studies of plants native to China and central Asia include UV-B radiation among the potential explanatory climatic variables that 
contribute to species distributions, sourcing data from the global climatology [274]. Future habitat suitability estimated using Maximum 
Entropy models (MaxEnt; models that apply basic machine learning algorithms to resolve environmental conditions where the species 
is present across its distribution) reveal incident UV-B radiation together with precipitation and temperature as significant correlates of 
species occurrence. While these models do not identify the mechanisms underlying these results, the findings suggest that such models 
could be useful in assessing risks to biodiversity, as well as providing information on potential species distributions and suitable habitats 
for conservation and planting crops for different scenarios of climate and solar UV-B radiation. 

Despite the inclusion of UV-B radiation among significant climatic variables in some studies of species distributions [267-273], most 
modelling studies to date do not include UV-B radiation and its interaction with other abiotic stressors as potential constraints on species 
distribution. As more detailed UV-B databases become available, it is likely that UV-B radiation will more routinely be included among 
climatic variables used to predict species occurrence and changes in biodiversity. As well as species distribution, climatological data 
that include regional UV-B irradiances can be applied to study whether climatic trends correlate with patterns in plant functional traits 
among species. For example, a large-scale study of 1192 grassland species found that UV radiation was negatively correlated with leaf 
size across the Mongolian and Tibetan Plateau [275], while leaf shape, reflectance, and thickness have also been found to covary with 
UV-B radiation along environmental gradients [276-278].

5 Effects on agriculture and food production

Some of the earliest concerns raised over stratospheric ozone depletion and the accompanying increase in solar UV-B radiation 
considered the potential for reductions in crop productivity and compromised food security [279,280]. A prior assessment [38] using 
results from field studies conducted at high latitude locations indicated that plant productivity declines by about 3% for every 10% 
increase in plant effective UV-B radiation (i.e., UV-B radiation weighted according to a generalised plant action spectrum [281]). These 
findings implied that the projected increases in solar UV radiation with changes in stratospheric ozone and climate, assuming full 
compliance with the Montreal Protocol, would have minimal effects on agricultural productivity. However, few experimental studies 
to date have been conducted on species growing in those regions with the highest natural levels of UV-B radiation on Earth (i.e., the 
tropics and high elevations). Previous studies also tended to focus on crop productivity but paid less attention to the effects of UV 
radiation on food quality. The effects of UV radiation on agroecosystems also extends beyond the direct effects on crop plants, as UV 
radiation can influence pest-pathogen interactions and the persistence and effectiveness of biocides and agricultural pollutants. The 
management of solar radiation in greenhouses and advances in artificial UV lighting are exploiting some of the beneficial effects of 
modest exposures to UV radiation to improve food quality, enhance plant defences against pest and pathogens, and contributing to 
more sustainable agricultural practices [282]. 

5.1  Agroecosystems vulnerable to changes in UV radiation and climate
As noted in our 2019 Update Assessment [283], and in other reports [284,285], most field research to date on the effects of UV 
radiation on crops has been concentrated on regions outside the tropics and at lower elevations. The tropics extend over approximately 
33% of the Earth’s land surface [286] and harbour a vast reservoir of biodiversity [287] that provides critical resources and essential 
services for agriculture and food security [288]. Thus, tropical agroecosystems warrant further attention to safeguard a sustainable future 
for life on Earth.

Because the projected recovery of stratospheric ozone is highly dependent on changes in GHG concentrations and lifetimes of 
ODS, there remains some uncertainty about how UV-B radiation might change in the future for tropical regions [10,289]. Under some 
scenarios, UV-B radiation could increase by 3% in the tropics due to interactions between stratospheric ozone, climate and aerosols 
[8,10]. This increase would further elevate the already high levels of UV-B radiation that occur naturally at low latitudes. At present, the 
consequences of these relatively modest percentage increases in UV-B radiation on crops or wild plants in this region are uncertain. 
Available evidence suggests that current levels of UV-B radiation in the tropics can alter the morphology (e.g., smaller leaves, reduced 
shoot height) and chemistry (e.g., increased flavonoid levels) of native, non-crop tropical plants, but that biomass production is rarely 
decreased in these species (e.g., [290]). By comparison, several field experiments have shown that certain varieties of temperate-zone 
crops (e.g., wheat and soybean) [291-293] show decreases in photosynthesis and yield when grown under ambient UV-B radiation 
in the tropics. These findings suggest that some important crop species grown in the tropics might be vulnerable to relatively small 
increases in UV-B radiation.
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As noted above and in Sect. 4.1, climate change is shifting bioclimatic zones and this is allowing certain crops to be grown at higher 
elevations than was previously possible [294-299]. For some crop species originating from lower elevations, the more intense UV 
radiation at high elevations may exceed their tolerances to UV radiation with negative consequences for their physiology and growth 
[300]. As crop species are grown in these new habitats, they will also encounter new weeds, pests and pathogens, which may disrupt 
the structure and function of these agroecosystems [301,302]. Differential effects of climate change on range shifts and phenology can 
also lead to spatial and/or temporal or seasonal mismatches between pollinators and their plant hosts [303,304], posing additional 
risks to food security. Many of these high-elevation agroecosystems support community livelihoods and are important carbon sinks that 
help mitigate global warming.  Thus, their risks from changes in climate and UV radiation are of particular concern.

5.2  Effects of UV radiation on food quality
Laboratory and field studies have found significant effects of UV radiation on crop quality with regard to texture, flavour, appearance 
and nutritional content. It is now well-established that the concentrations of a wide array of natural plant chemicals are modified by 
UV radiation [305-308] and these changes in chemical composition can have positive and negative effects on food quality. There is 
abundant research demonstrating that exposure to modest levels of UV radiation can improve food quality by enhancing crop flavour 
[309], taste [310], colour [311], nutritional content [312-315], and pharmaceutical content [316-318] in various plants. Given that the 
intake of fruits and vegetables of many consumers is well below recommended levels [319], the higher nutritional content of crops 
exposed to UV radiation may generate long-term health benefits. For example, Keflie et al. [320] used solar UV-B radiation to increase 
vitamin D in oyster mushrooms, which may alleviate vitamin D deficiency in humans. Some have proposed legal regulation for UV 
treatment of foods, including mushrooms [321].

In some cases, exposure of crops to UV radiation can lead to a decrease in their nutritional value for humans and livestock. For example, 
some species of tropical grasses show increases in tannins when grown under experimentally elevated UV-B radiation, and this would 
imply a reduced palatability of forage for cattle [322,323]. High levels of UV radiation may also increase amounts of other anti-nutritional 
compounds in plants, such as oxalates, which are generally associated with kidney problems [324]. At present, the full scope of UV-
induced anti-nutritional compounds is not fully known nor is the identification of crops most at risk to these changes.

5.3  Effects of UV radiation on plant interactions with pests and pathogens
The Food and Agriculture Organization of the United Nations (FAO) estimates that plant pests92 cause a 20-40% loss in global 
agricultural production per year, costing ca. $220 billion USD, with the impacts of invasive insect species adding another $70 billion 
USD [325]. It is expected that climate change, including ECEs, will increase the incidence and severity of pests and pathogens in some 
regions, as these organisms colonise new previously sub-optimal habitats along latitudinal and elevational gradients [326,327]. The 
climate-induced parallel range shifts of plants with latitude or elevation into new habitats may constitute additional stress from plant 
pests (Sect. 4.1) [328]. Rising concentrations of CO2 and associated global warming together with regional increases in UV radiation 
may also act together to compromise food security through complex effects on plant pests and disease [329]. While our previous 
assessments have reported on UV-mediated increases in resistance to specific pests and pathogens [12,38], we note that there is a need 
for more detailed studies on the interactive effects of UV radiation, CO2 and other climate change factors on plant interactions with pests 
and pathogens. 

Exposure to UV radiation can confer increased resistance of certain crops to pests and diseases through changes in host physiology, 
morphology, and biochemistry. As noted in Sect. 3.1, UV radiation typically enhances the production of polyphenolic compounds, such 
as flavonoids. Some of these compounds enhance a plant’s defence against herbivores and pathogens (e.g., viral, fungal or bacterial)
[240,283,330]. Disease and pest attack will also elicit the production of increased amounts of these polyphenolic compounds that 
can make the host plant unpalatable or toxic (Sect. 5.2) and/or protect the plant through their antioxidant properties (e.g., scavenging 
of free radicals). These effects on pests or pathogen attack are part of a wider network of interactive effects on plant physiology and 
morphology potentially altering the susceptibility of crops to these threats [331]. 

Chemical biocides are widely employed to manage pests and pathogens in crops (Sect. 5.4). However, several biocontrol agents 
against insect pests have been developed and used as alternatives to chemical pesticides. Of particular interest is a group of fungi that 
are parasitic on insects (entomopathogenic fungi). Entomopathogenic fungi kill insects by penetrating the outer protective cuticle layer 
of specific hosts with the help of proteases [332]. These fungi live naturally in soils but can be mass-produced for application to crops 
where they have been used against pests including spittlebugs and locusts, which affect crops such as maize, sugarcane and beans 
[332], as well as against various insect pests in rice [333]. However, many of the entomopathogenic fungi are strongly inhibited by UV 
radiation and temperatures above 300 C, which affect their development and pathogenic function against certain insects. Therefore, 
these abiotic constraints are considered a major barrier to the use of entomopathogenic fungi in controlling insect pests [333-336]. 
However, the effect of solar UV-B radiation on these fungi remains to be confirmed through experiments where they are grown under 
realistic solar radiation conditions [337]. Such studies may also allow for selection of fungal biocontrol agents that are more tolerant to 
UV-B radiation and other climate factors, for use as biocontrol agents to safeguard economically important agricultural systems.

92 A pest in this context is “any species, strain or biotype of plant, animal or pathogenic agent injurious to the plants or plant products”, as per the definition in the International 
Standard for Phytosanitary Measures No. 5 (ISPM) adopted by the Commission on Phytosanitary Measures of the International Plant Protection Convention.
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5.4  Effects of UV radiation on agricultural biocides
The widespread application of biocides (herbicides and pesticides) for controlling or killing harmful organisms in agricultural field 
settings results in some accumulation of these chemicals in water, soil, and atmosphere, and may also result in residues in agricultural 
products. Given that biocides are designed to be bioactive, their adverse effects on non-target organisms and humans are of concern. 
Direct and indirect photodegradation by solar UV radiation can potentially reduce the environmental residence time of pesticides [19]. 
However, photochemical degradation can also reduce the functional effectiveness of biocides as crop protectants, which may lead to 
greater amounts being administered by growers [338,339]. Direct photodegradation of biocides occurs when a chemical absorbs UV 
radiation, leading to its breakdown into various degradation products [340]. Indirect photodegradation involves the reaction of the 
biocide with reactive intermediates formed when natural photosensitisers (e.g., nitrate) absorb solar radiation [341]. Not all biocides 
are subject to direct photodegradation under solar radiation.  For biocides with an action spectrum for direct photodegradation only in 
the UV-C region (wavelengths 100-280 nm) and not extending into the solar UV-B, only indirect photodegradation occurs under solar 
radiation.

In the field, the exposure of biocides to solar radiation depends on the manner in which they are applied to crops, as well as the specific 
characteristics of the crops, including age and canopy structure, which determines their exposure to solar radiation. These factors, 
together with the chemical composition of the pesticide formulation determine the extent to which they are photodegraded in the field. 
For example, the additive (co-formulation compound) benoxacor, which is used as a safener (i.e., a compound used in combination 
with herbicides to reduce negative effects on crops) of the herbicide metolachlor, accelerates the photodegradation of the active 
ingredient on soil surfaces, lessening its toxicity [342]. The extent to which biocides are photodegraded is also highly dependent on 
where the biocide residues occur. For example, the photodegradation rate of the herbicide imazethapyr is two orders of magnitude 
slower when applied to maize and soybean leaves than in aqueous solutions [343]. The leaves of aromatic herbs like thyme emit volatile 
organic compounds that can further affect the photodegradation of biocides deposited on their leaf surfaces, resulting in the formation 
of different photoproducts [342,344-346]. Thus, the importance of direct vs indirect UV-mediated photodegradation of biocides in the 
environment appears highly context dependent, and requires further research across a range of crops, environmental conditions and 
methods of application to clarify modes of action. 

Climate change may be an additional factor impacting pesticide photodegradation on leaf surfaces. While photodegradation kinetics 
typically have a weak temperature dependence, pyrethroid insecticides applied onto spinach plants grown at 16 – 21ºC degraded up to 
2 times slower than when plants were grown at lower temperatures (10 - 15°C), likely due to differences in the chemical composition of 
leaf wax [347].

As observed for other contaminants [e.g., 348,112] biocide photodegradation products can be more toxic than their parent 
compounds. For example, some breakdown products generated by UV-B radiation of the fungicide chlorothalonil and the insecticide 
imidacloprid on plant leaves are more toxic to fish than their parent compounds [345]. 

Functional nano-pesticides are being developed using nano-emulsion technologies as an alternative to traditional pesticide applications 
[349-352]. Encapsulated pesticides in nano-carriers, such as polymers, nanoclays, and metal organic frameworks provide controlled-
release kinetics and improved stability against environmental degradation by UV radiation. The use of encapsulated pesticides prevents 
undesirable pesticide losses and release into the environment that otherwise would cause ecological and health concerns [353]. The 
development of nano-biocides may contribute to more environmentally friendly and sustainable food production systems (Sect. 7), 
potentially protecting the integrity of biocides during their application on crops, while still facilitating subsequent degradation of their 
residues.

5.5  Development and application of UV lighting systems in agriculture
Concerns over the effects of elevated UV-B radiation resulting from ozone depletion on food production stimulated considerable 
research into the effects of UV-B radiation on crops, and much of this early research focused mainly on the leaf-level physiology and 
shoot growth of traditional crop plants (e.g., soybean, rice, maize; [354]).  More recently, studies have examined effects of UV-B 
radiation on plants of medicinal value, mushrooms and algae [355]. For example, mushrooms [356,357] and certain microalgae [358] 
synthesise increased amounts of vitamin D after being exposed to UV-B radiation (Sect. 5.2) [358,359]. In addition, more attention 
is being given to studying the effects of UV-B radiation on seeds, fruits, subterranean organs (e.g., roots and tubers), and on derived 
products, such as wine and olive oil [313,360-363]. 

Results from these studies indicate that plants exposed to low or moderate levels of UV-B radiation in controlled environments 
(e.g., greenhouses, growth chambers) often have improved vigour, enhanced nutraceutical quality and are more resistant to pest 
and pathogens compared to plants that are grown in the absence of UV-B radiation, as typically occurs in commercial production 
glasshouses [282]. 

Other studies have shown how the application of UV-B radiation can modulate different physiological processes important for 
agriculture. These advances include, 1) accumulation of anthocyanins and other antioxidants in different coloured fruits, such as peach, 
apple, grapes, and blueberry [314,363-366] (Sect. 5.2); 2) improving the tolerance of rice and tomato to low temperatures, salinity and 
drought [367,368]; 3) the manipulation of flavonoid accumulation in vegetables [369]; 4) the production of smaller cucumber plants 
for targeted commercialisation [175]; 5) an increase in anticancer compounds in Catharanthus roseus [370] following treatment with a 
combination of hormones and UV radiation; and 6) extending the shelf-life of fruit by reducing the activity of enzymes involved in fruit 
rotting [371]. Also, the accumulation of bioactive compounds can be triggered more effectively by applying high UV-B radiation during 
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short periods in specific developmental stages (frequently near harvest) rather than using UV-B radiation over longer periods. This 
approach has been successfully applied in kale and grapes [362,372,373]. These advances have been achieved by translating research 
that was conducted to better understand the effects of increased UV-B radiation resulting from ozone depletion into commercial 
practices to improve food quality and production (Sect. 7).

One of the more significant technological advances in plant UV research and horticulture has been the development and use of UV 
light-emitting diodes (LEDs). Increasingly, LED lighting systems are being used by growers before and after harvest to improve food 
value.  LEDs are more energy-efficient and environmentally friendly than most traditional light sources used in horticulture (e.g., high-
pressure sodium vapour or metal halide lamps), and by utilising LEDs that emit both in the UV and PAR regions the control of the spectral 
composition, intensity and exposure period can be attuned to the light requirements of specific plants and crops [374,375]. However, 
at present, only UV-A LEDs have been widely adopted to stimulate the accumulation of desirable plant compounds [376]. There are also 
some examples of successful application of UV LEDs in reducing certain plant diseases [377] and increasing nutritional quality [376].

6 Effects on biogeochemical cycles and climate feedbacks

Terrestrial ecosystems provide many valuable services, including the processing of dead organic material and the storage and recycling 
of essential nutrients.  Both land vegetation and soils are also important carbon sinks that influence the concentrations of atmospheric 
CO2 and hence climate.  Solar UV radiation affects carbon storage and atmospheric CO2 by influencing plant productivity [3], and the 
photodegradation of modern dead plant material (litter) and ancient organic matter preserved in permafrost soils [378,379], which 
becomes exposed to solar radiation because of climate change-induced thawing [380-384] (Box 2).  Changes in climate and UV 
radiation can further interact to alter the cycling of other elements (nitrogen being the most important) and the emissions of GHGs other 
than CO2, which can affect stratospheric ozone and climate.  Below we evaluate new findings that address the underlying mechanisms 
and climate consequences of the interactive effects of UV radiation and climate change on biogeochemical cycles.

6.1  Photodegradation of plant litter
The decomposition of plant litter is a key biogeochemical process determining rates of nutrient cycling and energy flow in terrestrial 
ecosystems.  This process affects vegetation productivity, carbon storage and soil fertility, and releases CO2 and other GHGs to the 
atmosphere [385]. Thus, decomposition of litter has important feedback effects to the climate system.

In general, the rate of litter decomposition is regulated by climatic factors (temperature and moisture) and the chemical composition 
of litter (primarily the amount of lignin and the ratio of carbon to nitrogen (C:N ratio) in the litter), which modifies the activity and 
composition of the decomposer organisms (fungi, bacteria and invertebrate decomposers). Exposure of litter to solar UV radiation 
and short wavelength visible radiation (i.e., blue and green light), can cause the direct breakdown of lignin and other plant cell wall 
constituents forming non-volatile and volatile compounds (e.g., CO2 which is released to the atmosphere).  This process is referred 
to as photochemical mineralisation or photomineralisation [385,386] (Fig. 3a, right panel). Additionally, UV and short-wavelength 
visible radiation can also accelerate the breakdown of litter by changing its chemistry, making it more palatable to microbes and 
thereby enhancing microbial decomposition (Fig. 3a, left panel) [387-389]. Promotion of microbial activity can also occur by the 
photodegradation of waxy surfaces layers (i.e., leaf cuticle) that allows moisture to more readily penetrate litter [390].  These indirect 
effects of solar radiation on microbial decomposition are collectively referred to as photo-priming or photofacilitation [391,392].  
In some situations, solar UV radiation can negatively affect litter decomposition by altering the composition and activities of the 
decomposer community (not shown in Fig. 3) [393]. The overall effect of solar radiation on litter decomposition reflects the net effect of 
these three processes [391].

Among litter components, lignin has been identified as the most photoreactive due to its absorption in the UV and blue-green region 
of the solar spectrum [385,392]. However, recent studies have found that cellulose and hemicellulose are even more susceptible to 
photodegradation than lignin [394,395]. These discrepancies are an unresolved knowledge gap that could be addressed by identifying 
differences in the photodegradation action spectra for lignin, cellulose, and hemicellulose. The presence of polyphenolic compounds in 
plant litter (Sect. 3.1) decreases photodegradation under natural [396] and controlled laboratory conditions [397]. This result suggests 
that the accumulation of polyphenolic secondary metabolites in green leaves may persist during the early phase of litter decomposition 
and attenuate the penetration of UV-B radiation into litter. The surface area of litter exposed to solar radiation is also an important 
predictor of litter decomposition rate and carbon turnover [398-400]. 
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Fig. 3 The relative importance of photomineralisation and photofacilitation in litter decomposition across terrestrial biomes and 
environments. Panel a illustrates the processes of photofacilitation and photomineralisation in the photodegradation of surface 
litter exposed to solar radiation (UV radiation and blue-green light) in representative wet (forest; greater photofaciliation) 
and dry (grassland; greater photomineralisation) ecosystems. Panel b shows relative changes in photofacilitation and 
photomineralisation across biomes and along gradients of moisture, microbial activity and exposure to solar radiation.  Not 
shown in this figure is the potential leaching of non-volatile breakdown compounds resulting from photodegradation of litter 
that can occur when it rains, and possible negative direct effects of UV radiation on microbes.

Photodegradation of litter was initially thought to be important only in dryland ecosystems (e.g., deserts and grasslands) where 
low moisture and high temperatures often constrain the activities of decomposing microbes. Recent studies have established that 
photodegradation of litter is important not only in semi-arid [401-403] and arid [404-407] ecosystems but also in moist environments 
that support tropical [408], subtropical [409], temperate and boreal forests [393,396,397], alpine steppe [410], and marshes [411].

Calculations of the strength of the terrestrial carbon sink have typically excluded photodegradation of litter in mesic ecosystems 
(having moderate water supply) due to their high vegetation cover. However, recent field studies found that photodegradation 
of litter facilitates carbon cycling in canopy openings of temperate and tropical forests, even where understory solar radiation is 
relatively low [396,397,408,412]. Exposure to the full solar spectrum, resulting from the formation of a forest gap, can increase litter 
photodegradation rates by up to 120% relative to shaded conditions across a wide diversity of plant species [396]. This number is 
considerably higher than that for photodegradation in semi-arid regions (60%) [413] or across several habitats or biomes (23%) [387], 
underscoring the importance of forest disturbance in mesic ecosystems. Exposure to solar radiation alters lignin structure of litter in the 
early stages of decomposition, promoting litter degradation via photofacilitation. This fact highlights the role of photofacilitation in 
mesic ecosystems, where higher water availability favours microbial decomposition compared to drylands [388,414] (Fig. 3). On the 
other hand, relatively high UV radiation, which occurs during the time of the year when the forest canopy is leafless, may also have an 
inhibitory effect on microbial decomposers [397]. The seasonal consequences of these effects of UV radiation on understory microbes 
and overall ecosystem health and function remain unclear. 

Recent studies have clarified the relative importance of the different wavelengths of solar radiation (i.e., UV-B, UV-A and blue-green) 
in driving photodegradation of litter and these findings have implications for the effects of ozone depletion on this process.  A recent 
meta-analysis found that, globally, solar radiation increases litter mass loss by 15.3 (± 1.0)% relative to litter that has not been exposed 
to solar radiation [415]. The contribution of UV-B radiation was found to be significant only in specific environments, causing an 18% 
and 23% loss of litter mass in semi-arid regions and polar regions, respectively. The relatively limited importance of UV-B radiation in 
promoting loss of litter mass agrees with the results obtained with a new spectral weighting function for litter photomineralisation, 
which showed that UV-B and UV-A radiation, together with visible blue-green light, are responsible for 9%, 61% and 30%, respectively, 
of total photochemical (abiotic) carbon loss [405] (Fig. 4). Overall, these rather small effects of UV-B radiation suggests that litter 
photodegradation would be minimally affected by further changes in stratospheric ozone. 
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Fig. 4 Action spectrum and weighted solar radiation 
for the photo-mineralisation of litter from plants in the 
North American Sonoran Desert.  Panel A shows the 
mean weighting function/action spectrum for the photo-
mineralisation of plant litter (heavy solid line; measured as 
CO2 loss), with 95% confidence interval (dotted line; CI), 
along with the average solar noon spectral irradiance over 
the time period of the study (thin solid line). Panel B shows 
solar radiation at solar noon weighted according to the action 
spectrum in Panel A, along with the total % effectiveness of 
the solar UV-B, UV-A and visible wavebands. Adapted from 
[405].

 
Photodegradation can also be influenced by changes in vegetation cover and soil erosion that result from changes in land use and 
climate, including ECEs (Sect. 2.2). The loss of forests and other natural or semi-natural vegetation cover due to agricultural practices 
increases photo-degradation of surface litter [19,398], such that deforestation and land clearing will accelerate release of carbon from 
the ecosystem and alter patterns of greenhouse gas emissions and nutrient cycling [396,403,416,417]. In dryland ecosystems, litter 
position (e.g., at the soil surface vs buried or covered in dust) is the predominant factor determining carbon loss from photodegradation 
[418,399]. In contrast to forests, these dryland systems are experiencing an increase in woody plant cover as a result of changes in 
land use and climate and these vegetation shifts result in more shading of ground litter and increased soil erosion and deposition, 
which decrease litter photodegradation [419,420]. Additional environmental changes such as increased nitrogen deposition and 
abandonment or less intensive use of agricultural land may slow litter decomposition through the attenuation of surface UV radiation by 
increased plant canopy development [410]. 

Rainfall is another factor affecting litter photodegradation. In an experiment performed in drylands, the addition of supplemental 
precipitation (simulating a 2.7 times increased rainfall) accelerated loss of litter mass by a factor of 2.6 under near-ambient solar radiation 
but had no effect if litter was not previously exposed to solar radiation [389]. This result suggests that photodegradation followed by 
leaching may be another significant mechanism of loss of litter mass in arid ecosystems [389,421]. 

Collectively, these findings indicate that the overall effect of photodegradation on the decomposition of plant litter depends on 
environmental conditions (primarily moisture and temperature), litter quality, the degree of exposure of litter to solar radiation (as 
influenced by vegetation cover, litter position and degree of soil-litter mixing), and the solar spectral composition of radiation reaching 
the litter layer [12]. Given the relatively small contribution of UV-B radiation to loss of litter mass and photomineralisation, ongoing 
and projected changes in stratospheric ozone and their interaction with climate and land-use changes are likely to impact litter 
photodegradation mainly by modifying its exposure to total solar radiation [12,19,146].

6.2  Photochemical release of nutrients from terrestrial ecosystems
Most studies of photodegradation of organic matter in terrestrial ecosystems have focussed on effects on carbon but, as demonstrated 
in aquatic ecosystems [112], UV radiation can also affect the storage and cycling of other elements, such as nitrogen and phosphorous. 
Even in understory environments, where the amount and spectral composition of solar radiation is greatly modified by canopy structure 
and phenology, UV-B radiation [396], UV-A radiation and blue light can promote the conversion of organic nitrogen into inorganic 
compounds (nitrogen mineralisation) [412,416]. 

A recent meta-analysis of litter degradation studies found that the amount of UV radiation received affected the timing of nitrogen 
and phosphorous loss compared to that of carbon [414] due to differences in the relative contribution of microbial vs photochemical 
degradation. Under reduced UV radiation, nutrient mineralisation was slow and poorly correlated with overall loss of litter mass, 
whereas, under increased UV radiation, phosphorous and nitrogen mineralisation was rapid and correlated with carbon mineralisation. 
These results suggest that microbial processes dominate nutrient cycling under low levels of UV radiation, while abiotic processes, 
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which are characterised by a simultaneous release of nutrients and carbon, are more important at higher UV irradiances. Thus, under 
conditions of high UV irradiation the nutrients in litter may be made more rapidly available to plants, potentially reducing competition 
for nutrients between plants and microbes. These effects could play a significant role in ecosystem functioning but have not yet been 
thoroughly studied. The release of mineral forms of nitrogen is also likely to produce volatile nitrogen compounds including nitrous 
oxide (N2O), which is both a powerful GHG and ODS [19]. Given the obvious implications for climate and stratospheric ozone, the effect 
of UV radiation on N2O emissions by litter remains a critical knowledge gap to be addressed in future studies.  

Box 2 Biogeochemical cycling of warming permafrost under climate change

The world’s soils store large amounts of carbon, approximately two-to-three times more than the atmosphere (Panel A below; 
[378]). Therefore, even small instability or degradation of soils driven by perturbations in climate can lead to large releases of 
carbon. A large proportion of soil carbon is stored at high northern latitudes, where it has remained stable in peatlands and 
permafrost soils over long time periods; often many thousands of years.

Permafrost is defined as any ground that remains completely frozen for at least two consecutive years. There is extensive 
evidence that climate warming is causing permafrost to thaw [381]. This releases large amounts of organic carbon that was 
previously locked underground, whereby it becomes available for microbial and photochemical decomposition [384]. These 
two processes release dissolved organic matter (DOM) and greenhouse gases (GHGs) such as CO2 [382, 383]

The effects of climate change on vegetation growing at high latitudes differ according to the region and vegetation type. These 
effects are illustrated in Panel B below. Warmer winters and springs mean that less precipitation falls as snow, and that the 
snowpack melts earlier. Reduced snow cover allows more solar radiation to reach the soil, thereby increasing photodegradation 
(B, circle a). A smaller snowpack also exposes vegetation to the environment above the snowpack for longer, leaving it more 
susceptible to damage and desiccation (referred to as Arctic browning; [84]). The resultant loss of vegetation cover can lead 
to soil erosion and loss of ecosystem stability [86, 87]. In this scenario, these ecosystems become sources of carbon and 
release nutrients. Moribund vegetation is unable to take up these nutrients, more of which are leached into waterways or 
emitted as gases [384], including the potent greenhouse gas N2O (Sect. 6.2). Elsewhere, warmer temperatures may extend 
the growing season and nutrient release from thawing permafrost, which will increase plant growth and vegetation cover 
(Arctic greening). Additional shade from vegetation intercepts solar radiation before it reaches the soil, thereby limiting 
photodegradation (B, circle b). However, warming also leads to increased disturbance in these ecosystems, including more 
frequent wildfires, drought, floods, heatwaves, and herbivore outbreaks. Disturbance events generally destabilise the soil and 
contribute to the release of organic carbon from permafrost to waterbodies (B, circles c-d) [80], where it is subject to continued 
photodegradation to CO2 (B, circle d.; see also [112]).

Panel A, comparison of carbon stocks in various type of soils (brown bars) and the atmosphere (blue bar). The lighter extended 
bar gives the contribution from permafrost soils greater than 3 m depths that is not relevant to the other soil types. Reproduced 
and modified from [378]. Panel B, schematic showing the effect of warming on permafrost. Prior to climate change, soils and 
vegetation were covered for much of the year (left). Warming leads to reduced snow cover, permafrost thaw, and subsequent 
increased frequency of disturbance events like fire, floods, droughts and insect damage causing dieback. Inset circles illustrate 
how solar UV radiation interacts with these climate driven processes in soil (a-c) and waterbodies (d). Climate change is causing 
the active top layer of soil to thaw during the summer and freeze again in the autumn – this active layer is becoming deeper and 
staying unfrozen for longer.
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6.3  Methane emissions, UV radiation and plants
Methane (CH4) is a potent greenhouse gas, such that relatively small changes in its emissions can make a significant contribution to 
climate change [422]. In addition to anthropogenic emissions, methane is released naturally by terrestrial ecosystems, particularly 
wetlands [423,424]. At present, solar UV radiation is not considered an important driver of methane emission from terrestrial 
ecosystems [9,425,112]. However, there is concern that climate changes associated with stratospheric ozone depletion at high latitudes 
(tundra and taiga ecosystems in the Northern Hemisphere and peatlands or wetlands in the Southern Hemisphere) may enhance 
methane emissions [19].

Plants often serve as conduits of methane produced by bacteria in damp soils [426]. They also contribute to methane emissions 
through photochemical mineralisation of pectin, waxes, and lignin by UV-B radiation, although this effect is deemed rather small [427]. 
Methane emission from plants is accelerated by interaction with other stressors such as herbivore damage and high temperatures [428]. 
Controlled experiments with Scots pine and Norway spruce under ambient conditions in Finland found a positive relationship between 
methane emissions and solar radiation, which was steeper at warmer temperatures [429]. Even then, in most habitats, direct emission 
from plants through photodegradation of pectin [430] is considered only a minor contributor to global terrestrial methane emissions 
[429,422].

Methane emission from plants also occurs through microbial methane production in the heartwood of trees (reviewed by 
[422,425,431]). From there, methane can be released to the atmosphere by passing through the bark or through the plant’s vascular 
system. This process is currently thought to be the main avenue of plant methane emissions in non-wetland environments, and it is 
modulated by the moisture and phenolic content of heartwood rather than by UV radiation [432]. Reactive oxygen species (ROS), which 
are produced in all organisms and can be enhanced by oxidative stress, also take part in reactions that can release methane. Additional 
research is required to at the global scale to provide for a more complete understanding of the effects of climate and UV radiation on 
terrestrial methane emissions [428,425,433,422].

6.4  Interactions of UV radiation with fire-derived carbon
Forest fires are increasing in severity and frequency and will become even more prevalent as the climate continues to change [20]. 
Boreal forests are particularly vulnerable to fires as extreme warming is expected in this region [434-440] close to the Arctic circle. 
Forest fires directly contribute to climate change by releasing GHGs such as CO2, methane, and nitrous oxide [15,435]. Wildfires also 
provide an important pathway for opening soil surfaces to UV irradiation, leading to enhanced photodegradation of organic matter with 
consequent release of CO2 (Sect. 6.1; Box 2). Due to the incomplete combustion of wood and other biomass, fires convert a substantial 
fraction of vegetation into burnt biomass, termed charcoal or pyrogenic carbon (PyC) [437]. Recent estimates indicate that ca. 256 Tg 
carbon (TgC) yr-1 (range = 196–340 TgC yr-1; 1 teragram = 1012 grams) of biomass were converted into pyrogenic carbon between 1997 
and 2016 [441]. During rainfall events following a wildfire, ash and pyrogenic carbon (estimated up to 203 TgC yr-1 in a modelling study 
[442]) reach nearby watersheds, resulting in increased loads of organic carbon, nutrients, and metals [443,444]. The impact of wildfires 
on surrounding water bodies can last for years, affecting biogeochemical processes and drinking water quality [445,443]. In addition, 
fire-derived aerosols can temporarily reduce incident UV radiation reaching the Earth’s surface [145] and slow down UV-driven chemical 
processes in the troposphere [15]. 

Pyrogenic carbon includes a broad suite of chemicals such as anhydrous sugars, condensed aromatics (often named black carbon), 
and graphitic carbon [441]. The specific chemical composition of PyC depends on biomass type and charring temperature, and this 
composition affects its solubility, bioavailability, and photoreactivity [441,444,446,447]. Adding to previous findings [441], recent 
studies confirmed that black carbon is the most photoreactive fraction of PyC [448] and that microbial mineralisation of PyC can be 
enhanced by prior exposure to UV radiation (i.e., photofacilitation) [444,447], similar to plant litter (Sect. 6.1) and dissolved organic 
matter in water [112].

7 Sustainability and the Montreal Protocol

By protecting the stratospheric ozone layer and mitigating some of the effects of climate change, the Montreal Protocol and its 
Amendments are assisting in the implementation of several of the United Nations Sustainable Development Goals (SDGs). Many 
findings in our Quadrennial Assessment address SDGs and specific targets that are relevant to agriculture (SDG 2: Zero hunger) and 
terrestrial ecosystems (SDG 15: Life on land) (Fig. 5). Other relevant contributions of the Montreal Protocol are related to pollution and 
contamination (SDG 3: Good health and well-being), and climate change (SGD 13: Climate action). Specific SDG targets addressed by 
our findings are described below.
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SDG 2: Zero hunger

While small increases in solar UV-B radiation do not appear to pose a threat to crop yield, extreme increases in UV-B radiation, as 
would have occurred without the Montreal Protocol, would likely have significantly decreased agricultural productivity (Sect. 5) and 
jeopardised SDG 2 and particularly 2.4 (Sustainable food production and resilient agricultural practices). Several studies have shown 
that moderate UV radiation can alter the chemical composition of food and medicinal plants (Fig. 5a). In most cases, UV radiation 
increases the nutritional profile of some crop species (e.g., by increasing the concentration of certain antioxidants, e.g., flavonoids), with 
potential long-term positive outcomes for human health (Sect. 5.2). The latter finding has motivated the development of agricultural 
practices (e.g., UV-transparent greenhouse coverings and UV-emitting LEDs) that exploit low and medium levels of UV-B radiation to 
enhance the nutraceutical properties of crops (Sect. 5.5). These practices can be directly deployed in both developed and developing 
countries to obtain food with an improved nutritional profile for increased food security. 

SDG 3:  Good health and well-being

Plants exposed to modest levels of UV radiation often display some increase in resistance to pests and pathogens (Sect. 5.3), which 
could lead to reduced use of pesticides. However, solar UV radiation also degrades certain pesticides (Fig. 5a). This may lead to 
increased application of pesticides (Sect. 5.4), which could increase the risk of exposure of workers and consumers to these chemicals 
as well as adding to soil pollution and contamination (SDG 3.9). The net result on pesticide use likely depends on many factors, 
including changes in UV irradiance, cropping system, and types of pesticides. 

SDG 13: Climate action

Modelling studies indicate that the Montreal Protocol and its Amendments have played a critical role in protecting global carbon 
sequestration by terrestrial vegetation, which has, in turn, slowed the build-up of CO2 in the atmosphere and reduced a certain amount 
of global warming (Box 1). Also, exposure of plants to modest levels of UV radiation, that would not have continued to occur without the 
Montreal Protocol, can improve their tolerances to drought (Fig. 5b) and enhance resistance to pests and pathogens, thereby making 
crops and natural ecosystems more resilient to climate change (Sect. 2.2, 3.3; SDG Target 13.1: Improve resilience to climate change). 
Finally, this Assessment prepared for the Parties to the Montreal Protocol and as a scientific publication contributes to SDG Target 13.3 
(Improve education, awareness-raising and human and institutional capacity on climate change mitigation, adaptation, impact 
reduction and early warning).

Fig. 5 Pictorial representation of how the Montreal Protocol and its Amendments align with several Sustainable Development 
Goals (SDG) and their targets. Panel a shows SDGs 2.4 (Sustainable food production and resilient agricultural practices) and 
3.9 (Deaths and illnesses from hazardous chemicals and soil pollution and contamination). Panels b and c show SDGs 13.1 
(Strengthen resilience and adaptive capacity to climate related disasters; centre panel) and 15.1, 15.4, 15.5 (Protect, restore and 
promote sustainable use of terrestrial ecosystems, sustainably manage forests, combat desertification, and halt and reverse land 
degradation and halt biodiversity loss).
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SDG 15: Life on land

Increasing temperatures due to climate change are shifting the distribution ranges of plants and animals to higher elevations and 
latitudes, which changes their exposure to solar UV irradiation (Fig. 5c; Sect. 4.1). Some modelling studies suggest that UV radiation can 
be important in influencing the distribution shifts in plants (Sect. 4.2), which have the potential to negatively impact biodiversity (SDG 
Target 15.1: Conservation of terrestrial ecosystems). For mountain ecosystems, the shift to higher altitudes is often more pronounced for 
invasive species, which then occupy ecological niches of endemic alpine species with negative outcomes for biodiversity (SDG Target 
15.4: Conservation of mountain ecosystems).

SDG 17: Partnership

Monitoring of the stratospheric ozone layer and its interactions with climate change are key to understanding the effects of UV 
radiation on terrestrial ecosystems, therefore the assessment of how species respond to this climatic pressure represents a challenge 
imposed on all countries. Partnerships between countries in Northern and Southern Hemispheres have been facilitated by the 
Montreal Protocol, which has stimulated technology transfer and innovation on the effects of UV radiation on plants and animals 
among scientific communities worldwide (SDG targets 17.6, 17.7 and 17.8: North-South cooperation to access science, technology 
and innovation; Promote development, transfer and dissemination of environmentally sound technologies; and Science, technology 
and innovation capacity-building mechanisms for least developed countries). This partnership has facilitated international support for 
data acquisition and sharing on the stratospheric ozone layer and the effect of UV radiation on terrestrial ecosystems (SDG target 17.9: 
Enhance international capacity-building to achieve SDGs). This has assisted least developed countries to have first-hand information 
for the implementation of environmental policies towards the achievement of SDGs (SDG target 17.14: Enhance policy coherence for 
sustainable development).

8 Gaps in knowledge

In this assessment we have identified several important knowledge gaps. These include:

• Additional well-designed field studies are needed on all the topics addressed here to increase the confidence in our 
assessment. It is well-established that the responses of plants and other organisms to UV radiation are heavily dependent on other 
wavelengths of solar radiation as well as environmental factors such as temperature and moisture availability. There is also large 
inter- and intraspecific variation in sensitivity to UV radiation. Thus, the assessment of the effects of changes in solar UV radiation, 
stratospheric ozone and climate requires research conducted on a variety of species under natural, field conditions. However, studies 
conducted under controlled environmental conditions (e.g., growth chambers and glasshouses) can provide important insights 
into the mechanisms of effects of UV radiation. In our assessment we have included certain studies carried out under controlled 
conditions when the results appear plausible and/or are useful for increasing awareness of potential effects and outcomes, but more 
field studies are clearly needed to reduce many of the uncertainties identified in this assessment. 

• Research into the impacts of Solar Radiation Management (SRM), such as Stratospheric Aerosol Injection (SAI), is needed 
to keep pace with policy-makers’ interest in these technologies. This is of particular concern, given that the existing evidence 
might suggest that impacts on terrestrial ecosystems of adopting SAI, and in particular any eventual termination or interruption of 
SAI following its adoption, are likely to be considerable, persistent and in some cases irreversible [24,26-28,449]. Importantly, 
some models of the effects of SRM on primary productivity by terrestrial ecosystems only draw on estimates derived from relatively 
simple and short-term calculations of changing canopy-level light-use efficiency under SAI scenarios. Experimental evidence of the 
relative importance of short-term responses vs the long-term acclimation of photosynthesis to the changes in spectral composition 
and irradiance brought by SAI have yet to be assessed through controlled experiments. Thus, we are not in a position to confidently 
assess the effects of SAI on ecosystem-level carbon assimilation at this time.

• Experimental studies are needed to verify findings from modelling studies aimed at quantifying the environmental 
consequences of extreme levels of solar UV-B radiation, as would have occurred with uncontrolled emissions of ODS. While 
these modelling studies are powerful approaches to understanding the benefits of the Montreal Protocol, and assessing the risks 
of future changes in the stratospheric ozone layer [e.g., 3], they rely on several assumptions that can lead to large uncertainties 
in the findings. As experimental studies on organisms exposed to these extreme amounts of UV radiation are lacking, it is often 
assumed that the effects of UV-B radiation on growth, productivity and reproduction observed under current UV radiation can be 
linearly extrapolated to higher amounts of UV radiation. This assumption is likely unrealistic, especially for the more extreme ozone 
depletion scenarios that would have eventually occurred without the Montreal Protocol. In addition, little is known about how the 
photomorphogenic responses of plants, which are driven by photoreceptors such as UVR8, are affected by extreme levels of UV-B 
radiation, or about the levels of UV irradiation where damage by the UV-B waveband supersedes the regulatory, photomorphogenic 
effects. 
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• There is a critical need to develop action spectra for plants and other organisms, which more accurately describe biological 
responses to the different wavelengths of UV radiation under the full solar spectrum. Action spectra are fundamental to 
interpreting biological responses to changes in UV radiation that occur with stratospheric ozone depletion and they also serve as 
spectral weighting functions in both laboratory and field experiments [450]. Large uncertainties in assessing the effects of ozone 
depletion can occur if inappropriate action spectra are used [451].  

• The establishment of long-term biomonitoring studies would improve our ability to assess how organisms and ecosystems 
will respond to the ongoing changes in UV radiation and climate. Changes in UV radiation and climate, especially extreme 
climate events and combined extreme events (e.g., wildfires), pose significant risks to the health, stability, and biodiversity of 
terrestrial ecosystems, but little experimental or modelling data exist to quantify these effects. These studies are critically needed for 
organisms and ecosystems in polar regions, the tropics and high elevation mountains. 

• The establishment of a global UV radiation biomonitoring network using material from selected organisms (from pollen to 
plants and animals) could further increase our knowledge and reduce uncertainties on the use of biological proxies for solar 
UV radiation. Certain plant material and tissues, such as herbarium specimens and pollen in sediment cores, have the potential to 
serve as proxies for reconstructing past UV radiation environments on Earth, but presently there are large uncertainties associated 
with these techniques. 

• Studies are needed to characterise a wider array of interactive effects to adequately assess the consequences and map 
potential mitigation options of ongoing changes in solar UV radiation together with other contemporary environmental 
changes. Advances have been made in understanding how UV radiation interacts with other climate change factors (e.g., UV 
radiation and drought) to affect the growth and physiology of plants [452] but studies need to be expanded to include multiple 
interactive factors (e.g., UV radiation, temperature, drought, CO2 concentrations).

• There is a need for additional biomedical research examining how UV radiation-induced changes in plant secondary 
metabolites affects dietary availability of metabolites, and the impacts of these changes on food quality and the 
epidemiology of human diseases. Evidence continues to mount showing that exposure of plants to UV radiation alters their 
secondary chemistry and nutritional quality. But how these changes affect human health is largely unknown. This knowledge gap 
needs to be addressed to gain a fuller understanding of climate change-associated effects of UV radiation and their consequences for 
consumers, as well as the development of more sustainable agricultural practices (Sect. 5.5 and 7).

• Research is needed to better understand the effects of UV-B radiation on animals. In comparison to terrestrial plants and 
ecosystems, there are far fewer studies on the effects of UV-B radiation on animals. While there are some similarities in experimental 
approaches used to study plant and animal responses to UV-B radiation (e.g., providing different UV-B radiation treatments using 
UV-emitting lamps) there are also some important differences that often limit the applicability of UV radiation research on animals. 
For example, plant research typically uses a filter material (e.g. cellulose diacetate) to remove the short wavelength UV radiation 
that is present in lamps but not in solar radiation [337]. Most plant research has also taken into account the effects of different UV 
wavelengths by using action spectra as biological spectral weighting functions in designing and interpreting experiments using UV 
radiation produced by lamps [337]. Not all studies of the responses of terrestrial animals, including insects and other invertebrates, 
adopt these approaches. In our assessment, these experimental deficiencies represent a significant limit in placing current 
understanding of invertebrate responses, mostly obtained using UV-emitting lamps, in the context of variation in solar UV-B radiation 
in the field.

• Despite recent advances in understanding the ecological significance of photodegradation in the decomposition of plant 
litter, further research is needed to refine our mechanistic understanding of this process and assess its importance in the 
cycling of carbon and other nutrients, and feedbacks to the climate system. Findings since our last Quadrennial Assessment 
have revealed that photodegradation of plant litter is not only important in drylands, but across all terrestrial ecosystems. These 
findings explain, in part, why traditional biogeochemical models of litter decomposition that do not include photodegradation are 
often inadequate in reproducing measured mass and carbon losses [402,453,454]. Despite this general finding, many knowledge 
gaps remain, notably the quantification of the relative importance of photomineralisation vs photofacilitation in both dry and mesic 
environments, and whether the spectral weighting function derived from studies in drylands also applies to mesic ecosystems. 
Nutrient cycling has also been much less studied than carbon cycling, and particularly how changes in nitrogen cycling caused by 
UV irradiance could feedback on climate change and stratospheric ozone depletion. Open questions also remain concerning the 
underlying chemistry controlling litter photomineralisation and the role of UV radiation in driving GHG emissions from the thawing 
of permafrost. Reducing these uncertainties would improve our ability to assess how changes in UV radiation and climate will impact 
carbon cycling and feedbacks to the climate system.
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9 Conclusions

The findings presented in this Quadrennial Assessment indicate that changes in stratospheric ozone, UV radiation and climate can 
interact in various ways to modify terrestrial ecosystems and biogeochemical cycles. While exposure to solar UV radiation, and in 
particular the short wavelength UV-B radiation, has the potential to cause deleterious effects on plants, animals, and microorganisms, 
most species have evolved mechanisms to tolerate or avoid harmful solar UV radiation at the Earth’s surface within the range 
experienced without significant ozone depletion. The extreme UV irradiances that would have occurred without the Montreal 
Protocol (i.e., “World-Avoided” scenarios) would likely have exceeded these tolerance limits and greatly reduced the productivity 
and biodiversity of terrestrial ecosystems. These conditions would also have driven increased photodegradation of organic matter 
and nutrient cycling, which would have increased emission of GHGs, including nitrous oxide, an ozone-depleting and greenhouse 
gas. Our findings further indicate that, in some cases, moderate levels of solar UV radiation (i.e., ambient UV irradiances without 
appreciable ozone depletion) can have some positive effects on organisms and the environment (e.g., improved food quality, enhanced 
plant defence against pests, improved plant vigour and resistance to other abiotic stresses, and the photodegradation of pesticides). 
Maintaining these beneficial effects of moderate UV radiation would have been impossible without the Montreal Protocol. Thus, the 
Montreal Protocol and its Amendments have played, and continue to play, a vital role in maintaining healthy, diverse ecosystems on 
land that can sustain life on Earth. The Montreal Protocol and its Kigali Amendment are also directly and indirectly protecting the Earth’s 
climate and mitigating some of the negative consequences of climate change by limiting the emissions of GHGs and protecting the 
carbon sequestration potential of vegetation and the terrestrial carbon pool [3,5]. 

Since our last full assessment [12], there have been additional extreme weather events (e.g., heat waves, droughts, and hurricanes) and 
events resulting from a combination of weather extremes and other drivers (e.g., wildfires) that have all contributed to the disruption 
and destabilisation of terrestrial ecosystems. These have been particularly pronounced in polar regions where anomalies in stratospheric 
ozone and ozone-driven climate change have occurred in the last three years [10]. Ozone depletion over Antarctica in certain years 
has coincided with early summer and has likely resulted in greater exposure to UV radiation of animals, plants and microbes.  These, 
and other extreme events (as outlined in Sect. 2.2), are expected to increase in frequency and intensity in the future because of climate 
change [20]. Together with other aspects of climate change, these extreme events will likely alter the UV radiation received by terrestrial 
organisms to a greater degree than the expected changes in the stratospheric ozone layer—assuming continued and full compliance 
with the Montreal Protocol. While understanding of the mechanisms of these UV-climate interactions is improving, the scale of their 
effects in terrestrial ecosystems remain poorly defined at present. Nonetheless, our findings indicate that the Montreal Protocol and its 
Amendments continue to make valuable contributions towards mitigating some of the negative environmental consequences of climate 
change as well as addressing several of the SDG targets established in the United Nations 2030 Agenda for Sustainable Development. 
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Summary

Variations in stratospheric ozone and changes in the aquatic environment by climate change and human activity are modifying exposure 
of aquatic ecosystems to UV radiation. These shifts in exposure have consequences for distributions of species, biogeochemical 
cycles, and services provided by aquatic ecosystems. This Quadrennial Assessment presents the latest knowledge on the multi-
faceted interactions between the effects of UV irradiation and of climate change, and of other anthropogenic activities, and how these 
conditions are changing aquatic ecosystems. Climate change results in variations in the depth of mixing, thickness of ice cover, the 
duration of ice-free conditions and inputs of dissolved organic matter, all of which can either increase or decrease exposure to UV 
radiation. Anthropogenic activities release oil, UV filters in suncreens, and microplastics into the aquatic environment that are then 
modified by UV radiation, frequently amplifying adverse effects on aquatic organisms and their environments. The impacts of these 
changes in combination with factors such as warming and ocean acidification are considered for aquatic micro-organisms, macroalgae, 
plants, and animals (floating, swimming, and attached).  Minimising the disruptive consequences of these effects on critical services 
provided by the world’s rivers, lakes and oceans (freshwater supply, recreation, transport and food security) will not only require 
continued adherence to the Montreal Protocol but also a wider inclusion of solar UV radiation and its effects in studies and/or models of 
aquatic ecosystems under conditions of the future global climate.

102 A list of all abbreviations with their definitions follows Sect. 7

1 Introduction

The exposure of aquatic ecosystems to solar UV-B102 radiation is changing due to variations in stratospheric ozone as well as shifts in 
many other factors affected by global climate change. Together, these shifts in exposure have consequences for distributions of species, 
biogeochemical cycles, and services provided by aquatic ecosystems, including human health, fisheries, and recreation. Whereas 
stratospheric ozone only affects radiation in the UV-B region of the solar spectrum, alterations of the aquatic environment by climate 
change and human activity either increase or decrease exposure over the full UV spectrum. Particularly important is the amount and 
timing of terrestrial runoff, which decreases the transparency of aquatic ecosystems to UV radiation mainly due to inputs of dissolved 
organic matter (DOM). Other alterations increase or decrease exposure, including changes in the depth of mixing, thickness of ice cover 
and the duration of ice-free conditions. Seasonal variations in exposure are also modulated as UV radiation itself photobleaches the 
DOM. This has the further consequence of generating greenhouse gases and enhancing the breakdown of DOM by micro-organisms. 
In turn, aquatic micro-organisms, macroalgae, plants, and animals (floating, swimming, and attached) respond to changes in UV 
irradiance, and their responses also depend on other effects of climate change, including warming and ocean acidification. 

Substances released into the environment by humans, such as oil, UV filters in sunscreens, and microplastics are modified by UV 
radiation, which in turn can change their effects on aquatic organisms and their environments. We provide an assessment of the 
knowledge about the interactive effects of UV radiation and climate change on aquatic ecosystems, emphasising new findings since the 
last Quadrennial Assessment by the Environmental Effects Assessment Panel (EEAP) of the Montreal Protocol under the United Nations 
Environment Programme (UNEP) [1]. We start by assessing recent advances in understanding the major factors controlling underwater 
exposure to UV radiation, and then discuss both the beneficial and adverse effects of UV radiation on aquatic ecosystems in the context 
of interactions with climate and other environmental changes. 
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2 Changes in abiotic conditions alter exposure of aquatic ecosystems 
to underwater UV radiation

Exposure of aquatic ecosystems to UV radiation in marine and inland surface waters is determined by the combined effects of incident 
irradiance, ice and snow cover, water transparency, and the depth to which organisms passively circulate or, if motile, actively position. 
Depletion of stratospheric ozone specifically affects exposure by increasing incident UV-B radiation, whereas other factors influence 
exposure over the full spectrum (UV-B, UV-A and visible or photosynthetically active radiation [PAR]). After incident irradiance, 
transparency is the most important factor determining the exposure of aquatic organisms and materials to UV radiation, usually limiting 
penetration of UV-B radiation to just the upper zone of the surface layer, which is the warmest, most biologically active section of aquatic 
ecosystems. Within the surface layer, penetration of UV radiation can vary through space and time. For example, the depth at which 
UV-B radiation is reduced to 1% of its incident value ranges from tens of metres in the clearest ocean waters to tens of centimetres in 
inland waters that have high concentrations of dissolved organic matter [2, 3]. The overall exposure of organisms and materials present 
throughout the full depth of the surface mixed layer thus depends on how often they move (or are moved) into this upper zone of high 
exposure (Fig. 1). Above the water surface, ice and snow cover, when they are present, are important barriers to the penetration of UV 
radiation into underlying waters. 

Fig. 1 Schematic depiction of processes controlling exposure to UV-B radiation in aquatic ecosystems comparing before and 
after the “Anthropocene”, i.e. the current period of significant human impact on the Earth's ecosystems. In general, exposure to 
UV-B radiation is limited to the surface layer (light blue/brown), the mixing of which depends on the stratifying effect of surface 
warming and inputs of fresh water vs the stirring effects of surface winds and currents. Ice cover shields the polar ocean and 
wintertime lakes (not shown). In the Anthropocene ocean, there is more warming, more wind, and a greater mixed layer depth 
(MLD), while sharpening the density barrier (pycnocline, dark blue) to nutrient transport (arrows) from deep water (black). Ice 
melt reduces shielding and freshens the polar ocean reducing the MLD. Terrestrial run-off from rain events browns lake surface 
water, lowers UV-B transparency and warms surface waters due to enhanced absorption of solar radiation. Drought would have 
the opposite effect. The warming results in shallower mixed layers, as do weaker winds. Dimensions are not to scale.
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While the Montreal Protocol has been successful in limiting the increase in incident UV-B radiation due to ozone depletion, other factors 
that change the exposure to UV-B radiation are shifting with climate change. In this section, we discuss how these factors can combine in 
different ways across various regions to either increase or decrease exposure to UV radiation in the aquatic environment.

2.1 Factors mediating the effect of climate change on UV radiation in the aquatic      

  environment

2.1.1 Water transparency
Inputs of terrestrially-derived dissolved organic matter control the transparency to UV-B radiation in most inland and coastal waters 
because they contain a large portion of chromophoric (coloured) dissolved organic matter (CDOM), the fraction of terrestrially-derived 
DOM that absorbs UV and visible radiation. CDOM is the most important contributor to decreased UV transparency of all surface waters, 
but suspended sediments, organic particulates and algal pigments also contribute [2]. Algal-derived CDOM and pigments are the main 
controls of UV transparency in the open ocean [4]. Climate change and anthropogenic activities are causing long-term changes in these 
factors, which are increasing the transparency in some regions while decreasing it in others. In this section we assess these region-
specific trends in UV transparency.

Where the inputs of CDOM have increased, transparency to both visible and UV radiation has decreased. This “browning” of surface 
waters has been mainly documented for boreal lakes in North America and Europe affected in the past by atmospheric deposition 
and surface runoff [5, 1]. More recently, reductions in exposure to UV radiation have also been reported for three lakes in eastern and 
southwestern China. Modelled UV-B radiation at 1 m depth (relative to the surface incidence) decreased 12-39% over the period 1961-
2014 due to decreased transparency [6]. The suggested causes of decreased transparency included increases in CDOM, algal pigments 
and suspended sediments, the importance of each driver varying among the lakes.

There are many more long-term datasets covering broad geographical regions that focus on transparency of visible radiation, which 
can be an indicator of transparency to UV-B radiation. These datasets show a diversity of trends, with both increases and decreases in 
transparency. Only some of the decreases were due to browning. For example, browning was observed in about half of the lakes in a 
large database covering the Northeast and Midwest United States over the period 1980-2013. These lakes were concentrated in the 
Adirondack mountains, an area which is recovering from acid deposition after the installation of acidification pollution controls [7]. The 
consequent increases in soil pH causes greater dissolution of soil-bound organic matter [8]. Similarly, there is a wide range of water 
transparency trends in the period 1991 – 2012 for thousands of lakes in Wisconsin as estimated from remotely sensed reflectance data 
[9]. For most lakes there was no change, but in those where there was a change in transparency, more exhibited declines (– 23%) than 
increases in transparency (+ 6%). Most recently, remote-sensing lake data have been analysed for the whole continental United States 
and the results show that average lake water transparency has actually increased since 1984 [10]. Remotely-sensed lake transparency has 
also increased, on average, for 153 large lakes in China [11]. Importantly, these studies only deal with visible transparency, but changes 
could also apply to average underwater exposure to UV-B radiation. Establishing relationships between visible and UV transparency 
across broad lake regions is a current knowledge gap. This gap could be filled by following a modelling approach similar to that used for 
the previously cited study of the three Chinese lakes [6], and can involve CDOM, algal biomass and suspended sediments (which can all 
be remotely sensed), analogous to relationships already established for estuarine waters [12] discussed below.

Assuming that trends in visible transparency indicate a change in UV transparency in a similar direction, if not magnitude, it is relevant 
to consider how variations in trends relate to drivers in watersheds. Increasing precipitation mainly drives browning in clear lakes 
where CDOM is the primary determinant of water transparency [13, 9]. Land-use was the primary driver in the Wisconsin lakes, with 
a high percentage of agriculture in the watershed linked to low transparency [9]. This implied that nutrient inputs exercised control 
on transparency in these lakes by encouraging algal growth. However, the effect of increased runoff is different for eutrophic lakes 
already turbid due to algal growth. There, runoff from increased precipitation tended to dilute the concentration of algae and increase 
transparency [13]. In the continental scale studies, the greatest increase in visible transparency occurred for lakes in densely settled 
areas of the United States (1984-2018) and eastern China (2000-2017) as improvements in water quality reduced suspended sediments 
and nutrients [10, 11]. Remotely-sensed data also showed increased visible transparency of lakes in arid regions of the Southwest US and 
the Qinghai-Tibet Plateau of China [10, 11] due to reduced precipitation and associated runoff or, for China, inputs of warming-induced 
glacial meltwater (except when transporting fine suspended sediment from glaciers). Overall, there is an improved understanding 
of which land-use and climate factors tend to increase or decrease the visible transparency of lakes, and a key need for the future is 
extending this understanding to how these factors affect UV transparency. 

In coastal waters, extreme events such as flooding are increasing with climate change and result in large pulses of terrestrially-derived 
DOM that affect both UV transparency and carbon cycling (e.g., [14,15]), (see also Sect. 3.4). While extreme events cause large, short-
term pulses of DOM into coastal and estuarine waters, other factors are causing long-term decreases in UV radiation. For example, 
variations in CDOM are the main source of seasonal changes in transparency in the Rhode River sub-estuary of the Chesapeake Bay, but 
increased suspended particulate matter is the main cause of a long-term decline in transparency to UV-B and UV-A radiation, and to PAR 
[12]. Similar long-term trends of increasing inputs of sediment and terrestrially-derived DOM are causing decreased water transparency 
in the North Sea, a phenomenon termed “coastal darkening” [16]. In the Southern Hemisphere, climate change is also altering rainfall 
patterns and increasing inputs of terrestrial material into coastal environments, for example in coastal Patagonian waters [17].
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CDOM is also the most important factor causing decreases in UV transparency in oligotrophic waters such as the Red Sea [3] and waters 
around the Great Barrier Reef [18]. CDOM is typically low in the waters of the Great Barrier Reef but average UV absorbance (at 350 
nm) more than doubles during the wet season [18]. The main sources of CDOM are rivers flowing into Northeast Australian coastal 
waters. Spatial variation in the amount of CDOM in the Red Sea causes the penetration of UV-B radiation to 1% of surface incident to 
range from 35 m in the North to 13 m in the South [3]. However, in the Red Sea (surrounded by desert) CDOM is derived mainly from the 
breakdown of marine organisms and is photodegraded under summertime conditions. Photodegradation is also the most important 
process reducing CDOM content around the Great Barrier Reef during the dry season [18]. Photodegradation decreases both the 
amount of CDOM and changes its chemical structure such that it absorbs less UV radiation (Sect. 3.4). The breakdown can occur both 
via abiotic and a combination of abiotic and biotic processes, which are discussed in more detail in Sect. 3.4. Increased UV transparency 
in the Red Sea due to photodegradation coincides with the peak in surface water temperature, subjecting corals to a combination of 
high UV-B radiation and thermal stress (Sect. 5.3). Internal loading of CDOM also occurs in shallow lakes due to the breakdown of litter 
from aquatic plants; this CDOM is highly susceptible to photodegradation [19].

2.1.2 Mixed layer depth
Water bodies and the organisms within them are in constant motion. After water transparency, the main determinant of how much 
something in the water is exposed to UV radiation is how long and how often it is near the surface where UV radiation is most intense. 
The oceans and most lakes are stratified (at least seasonally) between surface and deep layers having different densities due to different 
temperatures and salinities (Fig. 1). In the ocean, the surface layer is generally 20-100 m deep but is much shallower in lakes at only a few 
to tens of metres. The depth to which the surface water circulates (the Mixed Layer Depth, MLD) is determined by the balance between 
two opposing forces: The resistance to movement created when surface waters are warmed and become less dense than deeper layers 
vs the strength of the wind in overpowering the density differences and mixing shallow and deep water together (Fig. 1). Adding to the 
density balance in the ocean, seawater becomes lighter with freshwater inputs (rain/ice melt) and both fresh- and seawater become 
heavier as they cool. These changes in circulation directly affect exposure to UV radiation: Deeper circulation means that plankton spend 
less time near the surface and are exposed to less UV radiation over their lifetime, while shallow circulation increases exposure to UV 
radiation.

Oceans - There has been a shift over time in our understanding of how climate change might affect the balance between the forces 
of mixing and stratification, with implications for exposure to UV radiation in the mixed layer. Early studies highlighted in past EEAP 
assessments (e.g. [20]) focused on how warming will lighten surface layers leading to shallower MLDs [21]. More recently, it has become 
clear that climate change does not have a uniform effect on MLDs [22]. In some cases, there are shallower MLDs, but in many others the 
resistance to mixing due to the increased density difference has been counterbalanced, or even overpowered, by stronger winds [23]. 
A trend of no change or deepening in MLD was first detected from long-term (1990-2015) ocean time series observations in three study 
areas of the Atlantic and Pacific oceans [22]. At one of the Atlantic sites and the Pacific site, both the depth of mixing and UV radiation 
transparency have been monitored. These combined data sets also showed either no trend or a net decrease (~5% per decade) in 
average exposure to UV radiation in the mixed layer at these sites [24]. 

Fig. 2  (a) Illustration of the locations of profiling ARGO floats on 22 March, 2022 to show density of global coverage used to 
observe mixed-layer depth (source ocean-ops.org) (b) latitudinal variation in the trend (1970-2018) in summertime mixed layer 
depth, median (solid line) and 33rd and 66th percentiles (dashed lines), negative values indicate deepening, redrawn from [25].
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Confirmation that these MLD trends apply more widely throughout the ocean has been obtained by analysing the records of an 
international programme of free-floating, autonomously-diving ocean sensors, known as the “Array for Real-Time Geostrophic 
Oceanography” (ARGO), which have now comprehensively profiled all parts of the global ocean (Fig. 2a). An analysis of almost 50 
years (1970-2018) of density profiles from these floats as well as data from ships show that, on average, over the global ocean, the 
MLD has deepened by 2.9%  per decade, adding around 5-10 m per decade to the MLD [25]. The trend varies regionally, with greater 
deepening in much of the Southern Ocean and less deepening in the North Atlantic, whereas shallowing is occurring for some areas 
near the Equator and in high Arctic latitudes (Fig. 2b). Deeper mixing in the Southern Ocean is linked to the strengthening of surface 
winds associated with the positive phase of the Southern Annular Mode (in turn an effect of ozone depletion [26]; see also Chapter 1, 
Bernhard et al. [27]). Shallowing in some parts of the equatorial region has been attributed to higher precipitation and freshening of the 
surface layer [28].

Lakes - A "mixed" picture is also emerging for changes in MLDs and exposure to UV radiation in lakes and reservoirs. Long time-series 
data (1970-2010) from 26 lakes around the globe show no significant trend in MLD despite surface warming trends [29]. On the other 
hand, the MLD declined (became shallower) for most European lakes observed over the period 1981-2019 (n=51). Nevertheless, only 
14 (27%) exhibited statistically significant trends [30]. Despite the lack of clear trends in lacustrine MLDs over time, the phenomenon of 
atmospheric stilling, i.e. declining wind speeds, is associated with shallower MLDs in large lakes [31, 32]. In clear lakes like Crater Lake 
(United States), these shallower MLDs can cause substantially more exposure to UV radiation and consequent damage to organisms 
[31]. In general, surface wind speeds on continents were declining over the period 1979-2008, but have increased since then [33, 34]. 
The causes and future of atmospheric stilling are unclear, as is whether the reversal in atmospheric stilling will continue in the future [34, 
35]. Hence, it is unclear if MLDs, and therefore exposure to UV radiation, will continue to exhibit long-term or widespread changes, 
especially in larger lakes that are more sensitive to wind. 

In many lakes of the Northern Hemisphere there is an increased CDOM concentration resulting in “browning” (Sect. 2.1.1). The extra 
energy absorbed by CDOM has enhanced surface warming and led to shallower mixed layers (known as shoaling), especially in smaller 
lakes (e.g., [24, 36]). However, the decreased transparency outweighs the shoaling effect, so the average UV irradiation and PAR in the 
surface mixed layer have decreased [24]. Together, these results indicate decreasing exposures to UV radiation in the surface mixed 
layer of lakes with increased CDOM.

In addition to changes in MLD, the seasonal length of stratification has increased in many regions, which is important for cumulative 
exposure to UV radiation. Most temperate lakes mix at least seasonally in the spring and autumn and are stratified during the summer. 
In these lakes, there is a trend towards longer seasons of stratification [37] and/or less frequent episodes of full water column mixing 
[38]. These trends are expected to continue in the future. Under representative concentration pathways 2.6, 6.0 and 8.5 for emission of 
greenhouse gases (see [39]), models predict that the average duration of stratification will increase by 13, 22, and 33 days, respectively, 
by the end of the century [37]. Empirical evidence demonstrates that longer duration of stratification is associated with stronger summer 
stratification and more stable mixed layers [40]. An increase in the seasonal duration of stratification can increase the cumulative annual 
exposure of organisms and materials in the surface mixed layer to UV-B radiation.

2.1.3 Ice and snow cover
Ice cover shades the water column from UV-B radiation and its duration and extent have exhibited substantial declines in recent 
decades. Clean ice has very little absorbance in the UV range between 200 and 400 nm [41]. However, when produced under natural 
conditions, ice includes air bubbles and brine inclusions (for sea ice) that scatter solar radiation and reduce UV transmittance. Due to 
these other characteristics, ice thickness alone explains only a small amount of variation in light transmittance [42]. Additionally, the 
transmittance of light through ice-cover varies greatly depending on the upper surface conditions such as presence and condition of 
snow cover and presence of melt ponds on the ice [43]. 

Snow on ice scatters solar radiation, although the degree depends on grain size, for example, melted, refrozen snow has large grains 
and low albedo (reflection) [42]. Snow melting also produces standing water (ponds) on the ice that increases UV transmission. For 
example, seasonal studies in Baffin Bay in 2016 [44, 45] showed that when ponds developed, average transmittance increased about 
ten times for PAR and UV-A radiation (325, 340 and 379 nm) (Fig. 3). UV-B radiation (305 nm) was nearly undetectable before snow 
melt, but average transmittance was greater than 5% afterwards (Fig. 3). Ponding also causes spatial variability in transmittance. For 
example, in Baffin Bay on 2 July the transmittance of UV-B radiation through the ice was twice as high (11-14%) in areas with ponded 
ice compared to those without ponds [44] (Fig. 3b). For the short wavelength UV-A (325 nm), the maximum transmission was much 
higher, reaching 22-35% when ice was ponded. One can assume that for long UV-B wavelengths, e.g., 315 nm, transmission would 
be somewhere in between those values. The formation of ponds may be more important in the Arctic than on Antarctic sea ice, since 
sublimation (i.e. where ice converts directly to water vapour) is the main process of snow loss in the Antarctic [43]. 
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Fig. 3 Effect of Arctic ice cover on transparency of UV radiation and PAR. (a) Thickness of ice, snow and pond depth through the 
spring, dotted black lines mark start of snow melting, start of pond development, and ice break-up. Dark blue areas indicate 
pond development. Red dashed lines indicate dates when transmission was measured (b) Average (n>100) transmittance to 
2 metres depth of UV-B, UV-A and PAR under combined snow and ice cover (11 June), melting snow with initiation of pond 
development (18 June), melting snow and shallow pond formation (23 June), and low snow and deeper pond (2 July). Adapted 
from [44, 45].

Polar oceans - The spatial extent and seasonal duration of ice-cover in the polar oceans has decreased substantially in recent decades 
[46, 47]. Sea-ice cover in the Arctic has, per decade, decreased by 2.6% in May, 7.4% in July and 13% in September between 1978 and 
2017 ([46, 47], Fig. 4). Over this time span, the area of the Arctic Ocean with ice cover has reduced from over 60% to about 30% [47] 
(Fig. 4). While ice melt is directly attributable to warming, recent global climate modelling suggests about half of the Arctic warming 
responsible for ice loss over this period was caused by ozone depleting substances acting as powerful greenhouse gasses [48, 49]. 
Consistent with controls implemented under the Montreal Protocol and its Amendments, the global warming effects of ozone depleting 
substances are now decreasing. To the extent that they continue to decrease, the rate of Arctic warming, and hence ice melt and 
consequent increases in exposure to UV radiation, may be tempered in future decades [48]. 

Fig. 4 Time series of change as percent difference in maximum ice cover (black, March) and minimum ice cover (red, 
September) and linear trend lines (dashed) for the Arctic relative to the 1981 to 2010 average for March and September (Source: 
[46]).
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Sea ice dynamics regulate the long-term changes and seasonal variations in exposure to UV radiation and are substantially different 
around Antarctica when compared to the Arctic. For example, while Arctic ice cover has rapidly declined in extent in recent decades, 
ice extent in the Antarctic lacks strong trends ([50, 47], Fig. 5). This polar difference is due to differences in warming rates and the 
fact that ice cover has been increasing in the Ross Sea, while it has been decreasing in the area around the Antarctic peninsula (the 
Amundsen-Bellingshausen Sea) and in the Weddell Sea. Most models, however, predict that the ice cover will decrease over time even 
in Antarctica [51]. While ice cover loss in Antarctica has been limited, there is considerably more exposure to UV radiation on a seasonal 
basis associated with seasonality in ice cover. This is because only 15% of Antarctic winter sea ice remains at the summer minimum, as 
compared to 40% in the Arctic [46]. 

Fig. 5 Sea ice extent around Antarctica in February (summer minimum) (data from [50]).

Lakes - Like ice cover in the oceans, high latitude lakes have also exhibited rapid and substantial declines in ice cover [52]. Data from 
60 lakes with records ranging from 107 to 204 years show an acceleration of loss of ice cover in recent decades. For example, trends 
in the later onset of seasonal ice formation and shorter seasonal duration were six times faster in the last 25-year period (1992–2016) 
compared with previous quarter centuries [53]. Similarly, extreme events, such as years without any ice cover on lakes that historically 
had ice every winter, are becoming more common [54]. Lake ice thickness has also declined, especially in subarctic lakes [30]. Overall, 
it has been estimated that the number of lakes in the Northern Hemisphere experiencing intermittent winter ice cover will double or 
increase 15-fold with 2 or 8 °C of warming, respectively [55]. For ice-covered lakes at low latitudes (i.e. mountain lakes), ice loss is likely 
to increase exposure to UV radiation even more since the higher position of the sun in the sky and (generally) lower attenuation by 
atmospheric aerosols results in higher incident UV radiation [56].

In general, reduced ice cover in lakes and seas opens up aquatic ecosystems to higher UV irradiation, as well as PAR. The shortened 
period with ice cover in lakes is manifested as an earlier breakup in the spring that is followed by stratification and a later ice-on in the 
autumn [37]. Earlier ice thaw could possibly expose more aquatic habitats to UV-B radiation during the early-spring period when ozone 
depletion is often most severe. For the Arctic sea, however, spring is a period of near maximum ice-coverage (March in the Arctic) and 
so-far the reduction in ice-cover at this time of the year has been small ([46], Fig. 4). During the spring season, surface conditions, such 
as increases in melt pools and snow cover losses, may be the most important drivers of increases in exposure to UV radiation in the 
Arctic.
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3 UV radiation in combination with climate change can have adverse 
effects at the ecosystem level  

Aquatic organisms differ in their sensitivity to solar UV radiation and their effectiveness in mitigating and repairing induced damage. 
When these differences in sensitivity combine with the effects of climate change, the species composition of aquatic ecosystems can 
shift [57]. Differential responses to changes in UV radiation and increasing temperature favour more resilient species. This is the case for 
the floating microalgae (phytoplankton) which are the base of the food chain in many aquatic ecosystems. For example, two microalgae 
in the genus Thalassiosira (marine diatoms, cell size and shape shown in Fig. 6a) differed in how they responded to UV-B irradiation 
from a solar simulator under a global warming scenario. Considering the inhibitory effect of UV-B radiation on growth at temperatures 
normally experienced by these species (16°C), warming to 20°C moderated the inhibition in one species but intensified it in another 
[58].

Fig. 6 Scanning electron 
micrographs of different 
types of floating micro-algae 
(phytoplankton). 

(a) A cylindrical shaped diatom in 
the genus Thalassiosira, scale bar 
3 µm (credit Univ. Washington). 
(b) The coccolithophore Emiliania 
huxleyi, scale bar 20 µm (credit 
Kunshan Gao).

Organisms in coastal ecosystems are usually more sensitive to solar UV radiation than open ocean species [59, 60], but are better 
protected due to the lower transparency of coastal waters (section 2.1). In addition, productivity in coastal ecosystems is augmented 
by high nutrient input from terrestrial runoff and higher temperatures [17]. Both environmental factors favour enzymatic mechanisms 
present in many aquatic organisms that repair UV-induced damage of DNA [1] and the recovery from UV-induced damage to the 
photosynthetic apparatus in many species of microalgae (e.g., [61, 58]).

Warming caused by greenhouse gases increases the temperature difference between the surface and bottom layers of lakes and the 
ocean [25]. For example, two large-scale analyses of hundreds of lakes showed that surface waters have been warming at median rates 
of 0.37–0.39 °C decade-1, while temperature has remained stable in deep waters [40, 62]. These temperature trends are sharpening 
the vertical temperature gradient at the boundary between surface and deep water, reinforcing it as a barrier limiting nutrient supply 
from deep water to phytoplankton in the surface layer (Fig. 1, [25]). Nutrient limitation not only reduces productivity but also hampers 
repair of cellular damage, which will generally increase the severity of UV-induced damage [63, 64].

3.1 Interactive effects of UV radiation, climate change, and other stressors on aquatic         

 ecosystems
In addition to excessive UV radiation, aquatic organisms are exposed to a plethora of other concurrent environmental stress factors such 
as warming, eutrophication and acidification [65, 66]. The combined effects differ among species and physiological processes and can 
be antagonistic, neutral, or synergistic depending on species, strain, and experimental conditions [65, 67].

Anthropogenic emissions have resulted in increasing CO2 concentrations in both the atmosphere and dissolved in aquatic ecosystems. 
In turn, increasing CO2 in water decreases the pH and results in ocean acidification [68]. Ocean acidification reduces the calcium 
carbonate incorporation of calcifying algae such as Corallina and Acetabularia as well as in many zoological taxa such as worms, 
bivalves, and corals [69, 66]. In terms of the effects of UV radiation, inhibition of photosynthesis is more severe under elevated CO2 for 
some freshwater phytoplankton populations [70] and marine diatoms [66]. In other microalgae, sensitivity to photoinhibition is only 
slightly enhanced or not affected at all by growth under elevated CO2 [66, 71]. For example, in the coccolithophore Emiliana huxleyi 
(Fig. 6b), sensitivity of photosynthesis to inhibition by UV radiation, and in particular by UV-B radiation, was not affected by elevated CO2 
[71]. While the calcified scales (coccoliths) of coccolithophores (Fig. 6b) attenuate the effects of UV radiation [72], the loss of calcification 
in coccoliths of E. huxleyi grown at elevated CO2 did not increase its sensitivity to UV radiation [71]. 
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The causes of these variations in species-specific sensitivity remain to be determined and leave a knowledge gap in our understanding 
of how these primary producers will respond to UV radiation in the future (acidified) ocean.

To understand the overall effect on the aquatic ecosystem, one of the best ways to study the interactive effects of elevated CO2 and 
solar UV radiation in the ocean is to use large (thousands of L) experimental enclosures called mesocosms, which are often floated in the 
ocean. However, to be ecologically relevant, these enclosures need to be transparent to UV radiation. Unfortunately, some common 
designs for mesocosms use UV-opaque materials (e.g., [73]) or covers (e.g., [74]), which leaves open the question of how representative 
the results of some multi-stressor experiments are with respect to natural conditions that include exposure to UV radiation – such as the 
finding that ocean acidification encourages the growth of toxic microalgae [75].

There are relatively few reports of the biological responses of marine ecosystems that combine solar UV radiation with other multiple 
stressors including warming, elevated CO2, and nutrient limitation or eutrophication. The multiple stressor studies that have been 
done, including effects of UV radiation, are more frequent in freshwater systems, where smaller (tens of L) “microcosms” have been 
used. For example, exposure to solar UV radiation under present day conditions inhibited both phytoplankton and bacterial production 
in an oligotrophic (low nutrient content), high-mountain lake in southern Spain with low watershed inputs of CDOM [76]. Under a 
global change scenario of increased temperature and nutrient inputs from dust-storms, the inhibitory effects of solar UV radiation were 
reduced, but bacteria benefited more than phytoplankton. This result suggests that ambient UV radiation in combination with climate 
change could shift this lake, and other similar oligotrophic systems, towards higher heterotrophy (enhanced consumption of oxygen).

3.2 Photoinactivation by UV-B radiation of pathogens and parasites in the aquatic       

  environment
Exposure to UV radiation is one of several factors leading to reduced infectivity of parasites and pathogens in aquatic systems. 
Photoinactivation has been studied in a number of parasites and pathogens affecting human health [77, 78]. Viruses are thought to be 
responsible for most gastrointestinal illnesses contracted in recreational waters contaminated by human faeces. Representative human 
sewage-borne viruses include enteroviruses, noroviruses, and adenoviruses. Inactivation of viruses and bacteria upon exposure to solar 
UV radiation can contribute to reduction of their densities in aquatic environments [78, 79]. Inactivation can occur by direct absorption 
of UV-B radiation by microbial nucleic acids or proteins and/or by photo-oxidative damage to the same structures sensitised by 
chromophores present either inside the bacterial cell or in the environment surrounding the pathogens (Fig. 7) [78]. CDOM can screen 
out UV-B radiation, thus reducing direct damage, but it also can sensitise photooxidative damage via indirect, exogenous processes. 
The net effect depends, inter alia, on depth and spectral attenuation in the water column, biological weighting functions, and mixing 
dynamics [78,80].

Fig. 7 Conceptual model of inactivation mechanisms by solar radiation in viruses and bacteria. The direct mechanism involves 
photon absorption by viral or bacterial proteins or nucleic acids (orange stars), which triggers their photodegradation. In 
indirect mechanisms, the photon is absorbed by a sensitiser (Sens) present either inside (endogenous) or outside (exogenous) 
the pathogen. This process generates photochemically produced reactive intermediates (PPRIs) that include, among others, 
singlet oxygen, hydroxyl radicals, and triplet excited states that further damage the pathogen’s proteins and nucleic acids 
(orange stars). Green shapes represent proteins. Modified from [78].
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Biological weighting functions (BWFs), which are related to action spectra (Chapter 1, Bernhard et al. [27]), are used to quantify 
wavelength effects on direct photoinactivation of microorganisms and to better understand the role of microbial characteristics and 
environmental changes in their sensitivity to UV radiation [78, 81-83]. BWFs are used in photobiological models to evaluate effects of 
changes in location and time on direct photoinactivation of these microorganisms in the aquatic environment [78, 81-83]. For example, 
the effects of attenuation of solar radiation on photoinactivation of pathogen indicators in various swim areas of the Great Lakes (United 
States) were assessed using models that integrate BWFs and UV attenuation coefficients to estimate depth dependence and thus UV 
attenuation effects on inactivation rates [79].

Although BWFs for photoinactivation have been established for some water-borne pathogens, less is known about UV photoinactivation 
of the SARS-CoV-2 virus causing the COVID-19 pandemic. The SARS-CoV-2 virus has been detected in wastewater streams and rivers 
(e.g., [84, 85]). The virus can be photo-inactivated by UV-C radiation (e.g. [86]) but the rate of this process in water in response to solar 
radiation is not well-known [87]. The action spectrum of inactivation by UV radiation of SARS-CoV-2 in the air [88] is somewhat different 
from other viruses (either DNA or RNA based) in that it shows some sensitivity to UV-A radiation (Chapter 2,  Bernhard et al. [89]). This 
suggests that inactivation of SARS-CoV-2 by solar UV radiation in water could be faster than for other viruses, but more study is needed. 
UV radiation in the aquatic environment also has implications for human health via effects on parasite-carrying insect vectors, e.g., by 
mosquitos. Mosquito larvae are sensitive to UV-B irradiation, and thus a reduced UV-transparency caused by high concentrations of 
dissolved organic matter (cf. Sect. 2.1) would increase their survival [90]. 

Not only humans, but all organisms, are affected by pathogens and parasites. Host-pathogen interactions differentially affect the growth 
and survival of individual species and thus the species composition of aquatic ecosystems [91]. For example, experiments suggest that 
the zooplankton parasite, Pasteuria ramosa, is more sensitive to UV radiation compared to its host [92]; however, this parasite may 
partially adapt to its ambient regime of UV radiation. Although experimental UV irradiation reduced the transmission potential (i.e. 
reduced spore production), treated parasites from high transparency lakes were more successful at infecting hosts than parasites from 
lakes with lower UV transparency [93]. Furthermore, zooplankton parasites have larger and longer outbreaks in less transparent systems 
than in systems with higher transparency [94]. Hence, factors that reduce exposure to UV radiation, such as low UV-transparency, 
extended ice cover, or deep MLDs etc. (Sect. 2), will also reduce the UV-disinfection rate and allow greater spread of pathogen vectors 
in natural waters. In all, this suggests that exposure to UV radiation (especially UV-B radiation) is an important factor affecting overall 
pathogen and parasite prevalence as well as infectivity such that decreased exposures have negative consequences for host-pathogen 
interactions and human health.

While UV irradiation may inactivate some parasites and pathogens, it also acts as a stressor to many organisms, which in turn may make 
them more sensitive to infections and parasites. For example, ulcerative dermal necrosis is a disease found in Atlantic salmon [95]. The 
disease develops from small grey to white areas of skin to deep ulcers covering much of the head, primarily affecting salmon upon 
return to freshwaters from the ocean. It was recently hypothesised that high UV irradiation in shallow freshwaters increased stress on 
salmon, making them more susceptible to secondary infections by pathogens such as Saprolegnia parasitica [95]. This interaction 
between the effect of UV radiation and disease susceptibility could have adverse effects on farmed salmon populations but the extent of  
these issues is not well known. 
 

3.3 Reduced production of the marine planktonic community due to exposure to UV-B     

  radiation
After the realisation in the 1990s that ozone depletion increased the exposure of aquatic ecosystems to UV-B radiation, many studies 
demonstrated that photosynthesis by aquatic primary producers, mainly phytoplankton, was inhibited by UV-B radiation (reviewed 
by [96]). However, left largely undetermined has been the integrated effect of UV radiation on the net metabolism of all organisms, 
photosynthetic and non-photosynthetic. Such a measure is the Net Community Production (NCP), the overall increase or decrease 
in oxygen over the course of a 24-h in situ incubation in a transparent enclosure. NCP reflects the balance between the productivity 
of microalgae (autotrophs), which generates oxygen, vs the breakdown and consumption of organic material by all microorganisms 
and higher organisms (heterotrophs), which consume oxygen. The effect of UV-B radiation on NCP at the ocean's surface was recently 
measured at sites near the west Australian coast. In a productive area that is typically net autotrophic, incubations in containers 
transmitting UV-B radiation had a 33% lower daily NCP, on average, compared to NCP incubations that excluded UV-B radiation 
[97]. Thus, exposure to UV-B radiation shifted the metabolic balance towards heterotrophy. In contrast, there was little or no effect of 
excluding UV-B radiation in low productivity waters. These results complement previous measurements in productive waters such as 
those near Antarctica, where exposure to UV-B radiation also shifted the community towards heterotrophy, while there was little effect 
on NCP in low productivity, open ocean waters [98]. The emerging picture is that shifts towards greater heterotrophy due to exposure 
of the planktonic community to UV-B radiation are only important in high productivity waters, e.g., coastal and polar oceans. Increased 
UV-B radiation could result in high productivity waters sequestering less carbon, with potential implications for the global carbon cycle. 
However, these results only relate to NCP right at the ocean's surface. In the ocean, oxygen production and consumption occur over 
the whole surface layer (see Fig. 1). The overall effect of UV-B radiation on the NCP of the entire water column remains unknown, but is 
expected to be much less than at the surface due to the attenuation of UV-B radiation with depth (Sect. 2.1). The effects of UV-B radiation 
could become more important if the surface mixed layer becomes more shallow with global climate change – however, at present, this is 
not the case in most marine surface layers (Sect. 2.1.2).
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3.4 Aquatic cycling of carbon and other elements via photodegradation and       

  photofacilitation
DOM is one of the main chromophores in aquatic ecosystems103 [99]. By absorbing UV and visible radiation, chromophoric dissolved 
organic matter (CDOM) controls water transparency (Sect. 2.1.1). However, the process of absorption, particularly of UV radiation, also 
triggers the breakdown of DOM, both its chromophoric and non-chromophoric forms (referred to as DOM photodegradation). Once 
in an electronically excited state, CDOM can either breakdown via direct photolysis or produce reactive species (e.g., singlet oxygen, 
hydroxyl radicals, triplet excited states, and hydrated electrons) that further react with both chromophoric and non-chromophoric DOM.

103 A chromophore is a molecule that absorbs radiation, either UV or visible. Hence, CDOM is the fraction of dissolved organic matter able to absorb solar radiation. Other 
chromophores present in surface waters are nitrate, nitrite, particulate organic matter, and iron complexes.

Fig. 8 Schematic of the sources and processing of dissolved organic matter (DOM) in the aquatic environment. DOM has both 
terrestrial and aquatic sources, whose inputs are controlled by rate of production and transport. Terrestrial sources include 
ancient DOM released during permafrost thaw. Once in the water, DOM undergoes photochemical and microbial processing, 
with the former usually enhancing the latter. These processes alter DOM composition and produce low molecular weight 
products, some of which are greenhouse gases. Products include carbon dioxide (CO2), methane (CH4), carbon monoxide (CO) 
and carbonyl sulphide (OCS).

Regardless of the specific mechanism, DOM photodegradation leads to loss of CDOM content (i.e., photobleaching) and formation of 
degradation products. DOM photoproducts include trace gases such as carbon dioxide (CO2), carbon monoxide (CO), and methane 
(CH4), among others, nutrients such as ammonia and phosphate, low-molecular-weight compounds, and partially photo-oxidised 
DOM [99]. For inorganic end-products (e.g., CO2 or ammonia), the process is referred to as photomineralisation. The chemical 
changes induced by UV irradiation of DOM also affect its bioavailability, often leading to increased microbial utilisation or potential for 
mineralisation to CO2. This combined process involving UV radiation, DOM, and microbes (photofacilitation) has been reported in both 
aquatic and terrestrial ecosystems (Fig. 8, and for more discussion of terrestrial ecosystems, see Chapter 4, Barnes et al. [100]). 

Some DOM photoproducts, such as CO2 and CH4, are greenhouse gases and have the potential to directly exacerbate climate change, 
while others can have indirect impacts. For example, CO can influence atmospheric methane concentrations by competing for OH 
radicals (Chapter 6, Madronich et al. [101]). Climate change is already impacting DOM biogeochemistry by enhancing terrestrial runoff 
to lakes, rivers, and coastal systems (Sect. 2.1.1), which increases the amount of DOM that can be photodegraded. Another important 
source of DOM are the permafrost soils of the Northern Hemisphere; this reservoir of terrestrial organic carbon is estimated to be about 
1300 petagrams C (PgC = 1015 g C), which is about twice as large as the carbon reservoir in the atmosphere [102] (also see Chapter 4, 
Barnes et al. [100]). 
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As climate warms, permafrost is melting and a part of this carbon pool is especially susceptible to abrupt thaw [103]. DOM released 
from thawed permafrost soils impacts surface water composition and is susceptible to photodegradation by solar UV radiation ([104] 
also see Sect. 3.4.1). In addition, reductions in ice and snow, changes in cloud cover, and local changes in UV irradiation (Sect. 2.1) 
modify exposure of DOM to UV radiation, which influences the magnitude of photodegradation processes. 

3.4.1 Photodegradation of dissolved organic matter by UV radiation releases greenhouse     

  gases that may exacerbate climate change
Emissions of CO2 resulting from photodegradation of DOM at mid-latitudes are generally negligible compared to emissions from 
microbial mineralisation of DOM but may play a large role at high latitudes. Outside of the Arctic, photomineralisation typically explains 
< 15% of total organic carbon loss from aquatic ecosystems, namely 9–12% in Scandinavian lakes [105, 106], 3–5% in rivers [107], 
and 0.08–0.3% in estuaries [108, 109]. Photomineralisation could be much higher in Arctic watersheds rich in yedoma (organic-rich 
permafrost, [110]) but the magnitude is still uncertain, with photochemical contributions ranging from negligible [111-113] to 75–90% 
of total CO2 emissions [114-116]. Recent work highlighted that seasonality [114, 116] and iron levels [114] are critical controls of DOM 
photomineralisation in this environment and may justify the contrasting literature results. The use of different protocols for sample 
handling, data collection, and data analyses also contribute to this variability [117]. Understanding how DOM photoreactivity varies 
across seasons and with water chemistry is crucial to predicting the extent of photochemical CO2 emissions in high latitude ecosystems 
and their variations induced by changes in climate and UV radiation.

Photodegradation of DOM by UV radiation also produces CO and CH4, which are then released into the atmosphere. Although this 
can elevate concentrations of these gases near the ocean surface, current estimates suggest that emissions from aquatic environments 
are negligible at the global scale. Global CO sources are 2.6 Pg CO yr-1 (=2,600 Tg CO yr-1) [118], while photochemical processes in the 
ocean produce 44 Tg CO yr-1 [119] 104. Of the photochemically produced CO, a large portion is consumed in situ by microbial processes, 
resulting in a net release to the atmosphere of 9.3 Tg CO yr-1. As a result, oceanic photoproduction is responsible for 0.36% of global 
CO emissions. These estimates are restricted to the open ocean, thereby excluding potential CO hotspots that may increase the relative 
importance of processes driven by UV radiation. Specifically, coastal and freshwaters have more terrestrial DOM than the open ocean 
and produce CO more rapidly than marine DOM ([120] and references therein). High latitude watersheds in spring may also represent 
an overlooked source of this gas, as CO is always produced alongside CO2 during DOM photodegradation (CO2 /CO ratio ranges from 
4 to 73 [121]). CO production from the photodegradation of DOM and particulate organic matter in the Arctic Ocean is also not yet 
included in CO estimates, and its contribution is expected to increase due to climate change [122, 123]. 

Global CH4 emissions are 576 Tg CH4 yr-1 [124], while photochemical production from the ocean surface is 121 Gg CH4 yr-1 (Gg = 
109 g) [125], yielding 0.02% of total methane emissions. Research on photochemical CH4 emission is still limited but available data 
indicate that terrestrial DOM is up to 30 times less efficient than marine DOM in releasing CH4 and that CH4 is not a major DOM 
photodegradation product (CH4/CO = 0.05 x 10-3 – 2.5 x 10-3) [125]. For these reasons, incorporation of freshwater and coastal 
contributions is unlikely to substantially affect current estimates of global CH4 emissions. 

Carbonyl sulphide (OCS) is the only greenhouse gas for which DOM photodegradation in the ocean contributes significantly to 
emissions on a global scale (≥16%; [126]). To date, large uncertainties still exist regarding the importance of DOM photodegradation as 
a source of OCS, which ranges from 41 to 813 Gg OCS yr-1 [127-129, 126]. Lack of an understanding of spatial, temporal, and spectral 
variations in apparent OCS quantum yields and limited knowledge of additional non-photochemical sources justify this wide range 
[126]. Refined estimates of the oceanic source of OCS would help constrain other components of the global OCS budget related to 
terrestrial plant uptake and aerosol formation [126].

3.4.2 Partial photo-oxidation modifies the chemical composition of dissolved organic material   

 and can trigger its microbial mineralisation to carbon dioxide
Partial photooxidation of DOM by UV radiation is increasingly recognised as a key trigger of cycling of elements in aquatic systems 
because of the direct impact that DOM chemistry has on microbial processes [108, 130, 111, 131]. Partial photooxidation is a complex 
process that involves, among other things, cleavage of aromatic rings, decarboxylation, degradation of chromophores, increase in 
the overall oxidation state, and decrease in molecular weight [132, 133]. Carboxylic-rich alicyclic molecules are among the products 
of partial DOM photooxidation and are predominantly formed via singlet oxygen oxidation [134, 133]. While the exact structure and 
reactivity of carboxylic-rich alicyclic molecules and other partial photooxidation products are unknown, they are analogous to the 
compounds generated during breakdown of DOM by natural microbial communities [132]. 

New findings have highlighted the importance of partial photooxidation in facilitating microbial mineralisation of terrestrial DOM 
to CO2. Based on a new model for photodegradation of DOM, 13% of DOM present in estuarine environments undergoes partial 
photooxidation, while direct photomineralisation to CO2 accounts for 0.2% of total C fluxes [135]. 

104 Conte et al. [119] report carbon monoxide (CO) as carbon mass equivalents.  In their report, the yearly fluxes of 19 Tg C yr-1 (photochemical CO production) and 4 Tg C  yr-1 
(net oceanic emission) were converted to mass of CO using the ratio of CO to C molecular weight (28 vs 12 g mol-1). Tg = 1012 g.
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Photodegradation converts 48% of biologically recalcitrant and 4% of semi-labile DOM into the labile pool, which is readily mineralised 
by microorganisms [135]. Microbial mineralisation elicited by partial photooxidation may also release more CO2 than direct DOM 
photomineralisation in Arctic watersheds [111, 133, 131] but the magnitude of this coupled photochemical-microbial CO2 emission, its 
seasonality, and its variation in response to climate change and changes in UV radiation have not yet been estimated.

3.4.3 Photodegradation of dissolved organic material in aquatic ecosystems releases nutrients
Most studies of photooxidation and photofacilitation in aquatic ecosystems focus on carbon but these processes can also affect the 
inorganic components of DOM. Of particular interest are processes involving nitrogen and phosphorous due to their role as nutrients, 
albeit recent work showed that sulphur is also efficiently photomineralised to sulphate [136], in addition to other trace gases such as 
OCS.

It is well acknowledged that UV irradiation of dissolved organic nitrogen (DON) releases ammonia [137, 120, 80], a process with 
the potential of sustaining microbial activity in nitrogen-limited ecosystems such as Arctic waterbodies [137, 138]. Photochemical 
production of ammonia from DON was recently determined to contribute on average up to 5% (range 1– 44%) of microbial nitrogen 
uptake in Arctic freshwaters, with variations depending on light intensity, water depth, and microbial activity [139]. The average value 
is comparable to previous estimates for boreal lakes [140]. Substrate limitations [139] and variations in DOM chemistry across seasons 
[141] can justify contrasting literature results in DON photomineralisation – as ammonia photoproduction has been inconsistently 
observed across studies (see [120] and references therein). 

In addition to nitrogen species, UV-irradiation of dissolved and particulate organic matter in aquatic ecosystems releases phosphate 
[142, 120], which may fuel algal blooms. This process is particularly prevalent in shallow eutrophic lakes, where sediments have high 
phosphorous loads, are resuspended frequently, and are thus susceptible to photochemical processing [142, 143]. Specifically, the 
amount of phosphate released is directly proportional to sedimentary phosphorous content, and rates of release increased over a group 
of four increasingly eutrophic lakes in China [142]. This photochemical release of phosphate may provide a positive feedback loop for 
eutrophication but it is unknown whether this process has general applicability to all shallow lakes. 

4 Environmental contaminants exposed to UV radiation and UV filters 
are toxic to aquatic organisms

4.1 Role of UV irradiation in the formation and potential toxicity of microplastics in the    

  aquatic environment
There is increasing concern about the prevalence and risks of microplastics (defined as plastic particles and fibres < 5 mm in size) in 
terrestrial and aquatic ecosystems globally. UV radiation plays a key role in the formation of microplastics, as well as in their absorptive 
capacity and release of associated leachates and bound substances [144]. Evidence is growing that microplastics and associated 
chemicals can have detrimental effects on organisms and ecosystems, but the effects are highly variable across species that have been 
studied so far. The relationship of microplastics to UV radiation, stratospheric ozone depletion and their interactions with climate change 
is a cross-cutting issue that involves processes in both terrestrial and aquatic ecosystems, as well as studies in the fields of toxicology, 
chemistry, and materials science. For details, the reader is referred to a separate assessment that covers the role of UV radiation in the 
formation of microplastics and current research about how microplastics may be affecting ecosystems and human health (Chapter 8, 
Jansen et al. [145]).

4.2 Ecological impacts of the release of UV filters into the aquatic environment
While UV filters in topical sunscreens are effective at reducing UV-induced damage during recreational or occupational exposure in 
humans [146], some sunscreen components are considered contaminants of concern due to their potential negative impacts on aquatic 
life [147-150]. UV filters are categorised as either organic or inorganic and work by reflecting and/or absorbing harmful UV radiation. 
Two of the most common organic UV filters in sunscreens are oxybenzone and avobenzone, while inorganic UV filters often include the 
“white” compounds TiO2 and ZnO, which reflect both UV and visible radiation. Nanoparticle formulations of inorganic UV filters are 
common, as they often have a lower reflectance in the visible light range and therefore are perceived as more aesthetically acceptable 
[148]. 
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Organic and inorganic UV filters have been detected in surface waters, sediments, and in organisms [151]. Organic UV filters such 
as oxybenzone, octinoxate, octocrylene and benzophenones are toxic to a wide range of aquatic organisms, including corals, 
zooplankton, and marine bacteria [152, 153]. The toxicity of oxybenzone in corals and sea anemones can arise in part from its conversion 
in animal tissue to derivatives which are phototoxic upon exposure to solar UV radiation [154]. These organisms normally have symbiotic 
algae that can suppress the toxicity by sequestering the derivative but this protection is lost if the algae are expelled [154]. The latter 
phenomenon is known as “bleaching” and is discussed in Sect. 5.3.2.

The applicability of many toxicity studies has been questioned because they were conducted at concentrations that exceed ecological 
relevance [155]. For example, sunscreen compounds such as oxybenzone have been found in coral tissues and at concentrations of 0.1-
136 ng/L in coastal waters near Oahu, Hawaii [151] and 114, 11, and 118 ng/L in Chesapeake Bay water, sediments, and oyster tissues, 
respectively [156]. These concentrations are substantially below the effective concentrations that would adversely affect 50% (EC50) of 
a population of the alga Chlorella vulgaris (96 h EC50 at 2.98 mg/L, 95% CI = 2.70-3.39 mg/L), the zooplankton Daphnia magna (48 
h EC50 at 1.09 mg/L, 95% CI = 0.76-1.73 mg/L), or the fish Brachydania rerio (96 h EC50 at 3.98 mg/L, 95% CI = 2.86-6.53 mg/L) 
[157]. In a large study of benzophenones, over 90% of examined sites had concentrations below predicted no-effect concentrations 
(Guo et al., 2020). However, concentrations can be high in some locations at specific times. For example, the concentration of 
oxybenzone ranged from 30 ng/L to 27,880 ng/L in near-shore waters in Hanauma Bay, Hawai’i [158]. Considering studies conducted 
to date, the effects of UV sunscreen compounds on corals and coral reefs have been highly variable, and the methods used to examine 
potential toxicity (e.g., species, life stages, field vs laboratory, exposure times, nominal vs test concentrations) have varied [159]. 
Exposure methods can also influence observed responses [160]. The lack of consistent and standardised testing makes comparisons 
between and among studies difficult and reduces the ability to infer the most likely ecological effects of sunscreen compounds in 
aquatic ecosystems. Therefore, caution is warranted in extrapolating the findings of many of these studies. 

Recent laboratory studies have reported that the toxicity of sunscreens can depend on the interaction between different sunscreen 
components. A study involving two species of corals, the bush coral, Seriatopora caliendrum, and the cauliflower coral, Pocillopora 
damicornis, found that other ingredients present in commercial formulations may increase the bioavailability of the active ingredients 
and exacerbate their toxicity to adult corals [161]. In a second study, toxicities and bioaccumulation of 4 benzophenones were tested 
in larvae and adults of the same two species [162]. Larvae of S. caliendrum suffered settlement failure, bleaching, and mortality upon 
exposure to benzophenones BP-1 and BP-8, whereas P. damicornis larvae were unaffected. Small fragments of adults of both species 
were more sensitive to benzophenones BP-1, BP-8, and BP-3 than the larval stages [162]. 

In addition to impacting corals, avobenzone can adversely affect survivourship and behaviour in other organisms, such as the 
zooplankton species Daphnia magna [67]. At the highest concentration tested (228 µg/L), oxybenzone caused erratic swimming 
patterns and high mortality in larvae and decreased metamorphosis of the larvae to the polyp stage in the upside down medusae 
Cassiopea xamachana and C. frondosa [163]. In a separate study on loggerhead turtles (Caretta caretta), researchers found evidence 
of bioaccumulation and observed that gene biomarkers for inflammation, oxidative stress, and hormonal activity increased with plasma 
concentrations of UV filters [164].

In general, inorganic mineral UV filters are considered less toxic and safer for aquatic organisms compared to their organic counterparts 
[165] and have therefore been suggested as environmentally safer alternatives [148]. Supporting this claim, researchers reported 
no significant harmful effects of TiO2 on sea urchin pluteus-stage embryo growth and immune-cell viability in adults [166]. However, 
some studies on inorganic UV filters report environmental effects. Nanoparticle ZnO negatively impacted Acropora spp. corals 
by disrupting the symbiosis with their algal symbionts, thereby accelerating damage through coral bleaching [167]. Similarly, ZnO 
reduced the efficiency of photosynthesis in the Indo-Pacific smooth cauliflower coral, Stylophora pistillata, compared to controls [168], 
and exposure of California purple sea urchins (Strongylocentrotus purpuratus) to ZnO resulted in embryonic malformations  [169]. 
Moreover, TiO2 and ZnO nanoparticles released into the aquatic environment generate damaging reactive oxygen species (ROS) under 
UV radiation [170].  Therefore, concerns remain as to the utility of ZnO as an alternative to organic UV filters.

Climate change may amplify the toxicity of sunscreen compounds. For example, toxicity of both organic and inorganic sunscreen 
compounds to sea urchins, diatoms, and amphipods increases with increasing salinity [171], and salinity is increasing in regions 
where evaporation exceeds precipitation. Also, ocean acidification amplified the potential toxicity (as measured by biomarkers) of the 
benzophenone BP-3 for the yellow clam Amarilladesma mactroides [172]. In another study, mortality of the coral Acropora tenuis was 
higher when exposed to the sunscreen, oxybenzone, and high temperatures as compared to high temperatures alone [173]. Exposure 
of organisms to oxybenzone at 23°C also increased gene expression associated with detoxification, the endocrine system, and stress 
responses relative to the control at 18.5˚C. 

There continues to be a growing interest in the use of natural products as the active ingredients in sunscreens due to the toxicity of 
many common UV filters. Mycosporine-like amino acids (MAAs) are UV-absorbing compounds produced by marine macroalgae 
[174-177], fungi, phytoplankton, plants and bacteria [176, 178] and have been investigated as natural alternatives to commercial 
sunscreen components (see [179] for a database of these compounds). Additional information on the production and function of 
MAAs in organisms is provided in Sect. 5.2. Among the various compounds, there is a particular interest in mycosporine-glycine [180], 
palythine [181], palythene [182], shinorine [183], porphyra-334 [184] and scytonemin as UV filters for sunscreen [185], skin care [186], 
and cosmetic formulations [187, 188] due to their availability, stability, and antioxidant properties. Genetic engineering of bacteria to 
overproduce MAAs is also being considered as a cost-efficient form of production [183]. 
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The balance between potential ecological damage vs concerns regarding human skin cancer risks have to be carefully considered. 
Health care professionals encourage alternative methods to reduce exposure to UV radiation, including the use of photoprotective 
clothing. However, some UV filters are now being incorporated into fabrics to increase their UV shielding capacity (Chapter 7, Andrady 
et al. [189]), and it is presently unknown how much of these UV filters could be released into the natural environment.

4.3 UV radiation degrades oil pollutants but enhances their toxicity to aquatic organisms
New lines of evidence confirmed that UV radiation is a key factor contributing to the removal of pollution from oil spills (reviewed by 
[190]). During the 102 days of the Deepwater Horizon spill, UV-driven production of water soluble organic carbon (also referred to 
as photodissolution) accounted for about 8% (estimated range: 3-17%) of overall oil removal, an amount comparable to other widely 
acknowledged removal processes (evaporation and coastal stranding) [191]. Both UV and visible radiation are important regulators 
of photo-dissolution rates, with UV radiation becoming less important as oil slick thickness increases. Even though these results are 
based on photodissolution of a single oil type, they motivate more research into the ecological effects of oil photooxidation products in 
aquatic environments [191, 192]. 

Several studies evaluated the effect of co-exposure of coral reef invertebrates to both UV radiation and oil pollutants (reviewed by [193]). 
Shallow coral reefs are routinely exposed to high levels of solar UV radiation, which can increase the toxicity of some oil components. 
Results from 66 studies showed that oil toxicity increased on average 7.2 times when corals, sponges, molluscs, polychaetes, and 
crustaceans are exposed to UV radiation in the presence of oil pollutants [193]. Co-exposure with other environmental stressors also 
increases oil toxicity, although not as much as co-exposure with UV irradiation. For example, co-exposure of oil-pollutants and elevated 
temperature (12 studies) or low pH (6 studies) increased oil toxicity by 3.0- and 1.3-fold, respectively [193]. In addition, exposure of 
corals in a laboratory study to a combination of UV-B and UV-A radiation exacerbated the toxicity of heavy fuel oil, decreasing the 
threshold concentration for 50% lethality or effect by 1.3-fold on average [194]. These tests covered 8 different development and 
survival endpoints in early life stages such as gametes, developing embryos, and planula larvae (the free-swimming dispersal stage) of 
the staghorn coral, Acropora millepora, (cf. life stages of related coral A. palmata shown in Fig. 9). In this and earlier studies, increased 
toxicity from co-exposure to oil and UV radiation was considered to result from oil components that sensitised organisms to UV 
radiation, which adds to their inherent toxicity.

 UV irradiation following exposure to polycyclic aromatic hydrocarbons, which are found in oil spills, can increase mortality due to the 
phototoxicity of bioaccumulated polycyclic aromatic hydrocarbons. For example, exposure of fiddler crab eggs to polycyclic aromatic 
hydrocarbons, which can occur as they incubate in estuarine sediments, resulted in enhanced mortality when the free-swimming 
larvae were exposed to solar UV radiation upon hatching [195]. Overall, these findings of interactive effects of UV radiation and oil spill 
components indicate the need for a more routine inclusion of UV radiation treatments in oil toxicity studies so that identified hazard 
thresholds are environmentally relevant [195].

4.4 Improved prediction of UV-induced photoreactions of contaminants in the aquatic     

 environment
Significant advances have been achieved in the simulation of photoreactions of contaminants in aquatic environments including those 
involving solar UV-B radiation [196, 197, 78]. The Water Quality Assessment Simulation Program (WASP) is a framework widely used 
to model contaminants in surface waters [196]. The latest version, WASP8, which has been updated to simulate light penetration and 
photoreactions for five wavelength bands in the ultraviolet (two of which in the UV-B waveband) and to model nanoparticle-specific 
processes. The updated program can now simulate the direct phototransformation of nanomaterials and other contaminants taking 
into account the full solar spectrum [196, 198]. Potentially, WASP8 can use projected variations in UV-B radiation to predict changes in 
contaminant phototransformation that can impact aquatic ecosystems and the services they provide.
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5 The adverse effects of UV radiation and the defences against those 
effects vary among aquatic organisms

5.1 Exposure to UV radiation increases the toxicity of some harmful microalgae
A primary effect of UV-B radiation on microalgae is inhibition of photosynthesis and DNA damage, with cumulative exposure causing 
decreases in growth rate. However, the sensitivity of microalgae to the adverse effects of UV-B radiation varies among species. For 
example, the decrease in photosynthetic efficiency (the initial conversion of light into cellular energy) upon exposure to inhibiting 
intensities of simulated solar radiation, including UV-B radiation, often differs among groups of microalgae. A study of freshwater algae 
found that chlorophyte algae were the least sensitive, diatoms had intermediate sensitivity, and cyanobacteria were the most sensitive 
[199]. Given that there are differences in sensitivity among microalgal species, there is concern that undesirable strains might be more 
resistant to UV-B radiation, and be favoured by increased UV-B radiation. Particularly undesirable are toxic microalgae that accumulate in 
harmful algal blooms that are a hazard to public health (reviewed by [200]). Growth of the toxic marine dinoflagellate Karenia mikimotoi 
was unaffected by exposure to solar UV radiation, ocean acidification, or a combination of the two treatments [201]. Toxicity, on the 
other hand, was enhanced by each of these treatments, although the combined treatment (UV radiation and ocean acidification) did not 
increase toxin content further. 

Other studies have examined the interactive effects of UV radiation and nutrient availability on toxic cyanobacteria, which cause harmful 
algal blooms in freshwater environments. When a toxic strain of Microcystis aeruginosa was grown with large amounts of phosphorus, 
as would occur in a nutrient rich lake, photosynthesis and growth were little affected by UV radiation compared to the moderate or 
severe inhibition observed under low or depleted phosphorous conditions, respectively [202]. In addition, short-term inhibition of 
photosynthesis occurs in the toxic strain of M. aeruginosa under UV irradiation but it recovers rapidly. As a result, the toxic strain has 
better overall performance under repeated exposures (daily for a week) when compared to a non-toxic strain [203]. Moreover, UV 
irradiation enhanced the accumulation of the toxin, microcystin [203]. Hence, the effects of UV radiation on microalgae are species-
specific, but there are several examples suggesting that exposure to UV radiation enhances the toxicity and/or abundance of toxic 
strains, which would make their accumulation in harmful algal blooms more hazardous.

5.2 Aquatic organisms synthesise or accumulate photoprotective substances that ameliorate   

 the effects of UV radiation
UV radiation is an important physical factor that controls the depth distribution of sessile species (e.g. corals and macroalgae) in aquatic 
environments [204]. In turn, many aquatic species produce photoprotective substances to counteract damage induced by UV radiation. 
These substances are pigments or compounds that intercept solar UV radiation before it can damage biologically important molecules 
such as DNA and structures such as the photosynthetic apparatus [205, 206]. 

The most common photoprotective pigments in marine organisms that specifically absorb UV radiation are mycosporine-like amino 
acids (MAAs), which are low molecular weight, water soluble compounds. There are more than 20 types of MAAs with absorption 
maxima at wavelengths ranging from 309 to 362 nm [207] and broad absorption bands of up to 50 nm at full width half maximum, 
which can effectively absorb UV-B and UV-A wavelengths [208]. Their high molar absorptivity, stability, and dissipation of UV radiation 
energy as heat means these compounds are particularly effective photoprotectants against UV-B and UV-A damage in aquatic organisms 
([208] and refs. therein). These compounds are only synthesised by bacteria, cyanobacteria, fungi and algae [209]. Recent research has 
demonstrated that MAAs are found widely in macroalgae [210-213]. While zooplankton and higher organisms cannot synthesise these 
substances, they can take them up in their diet or from associated microorganisms and incorporate them into outer tissue cells where 
they protect the organisms from damage by UV radiation [214, 174]. Sea urchins and other marine herbivores use the same protective 
mechanism ([215] and Sect. 5.4). In addition to MAAs, several cyanobacteria use a different class of pigments called scytonemins to 
screen UV radiation. These substances are effective UV absorbers since they protect cyanobacteria on sun-exposed surfaces of rocks, 
trees and buildings [216].

The concentration and number of MAAs in any given organism is probably related to the potential for exposure to damaging UV 
radiation such that macroalgae that are adapted to surface waters synthesise higher amounts of MAAs than at depth [213]. This 
conclusion is driven by observations on the effects of exposure to UV radiation for macroalgae growing at different depths, for example, 
UV-induced inhibition in growth and photosynthesis occurred in rhodophytes when grown in surface waters but not when grown at a 
depth of 1.7 m [217]. The vertical distribution of macroalgae in coastal waters of Antarctica is also strongly influenced by the penetration 
of solar UV radiation [218]. Finally, there is a strong seasonal variability in protective MAAs with low concentrations in winter concomitant 
with low stress from exposure to UV radiation [219, 220].

Certain antioxidants also protect macroalgae from UV radiation [221-224].  Although most of these compounds absorb some UV 
radiation, they mainly provide protection by scavenging UV-induced reactive oxygen species. For example, carotenoids perform 
this function in brown macroalgae [223]. Among chlorophytes (green macroalgae), some species such as Cladophora sp. rely on 
screening pigments, whereas others such as Ulva intestinalis lack such pigments and instead photorepair UV-B-induced DNA damage 
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[225]. Hence, a wide variety of photoprotective substances are produced by bacteria, fungi as well as by micro- and macroalgae, 
which suggests that they provide an important and effective mechanism in aquatic organisms to ameliorate the negative effects of UV 
radiation.

5.3 Interactive effects of UV radiation and thermal stress on corals
Tropical coral reefs, which are based on the symbiotic association between reef-building corals and symbiotic dinoflagellates 
(Symbiodiniaceae), are highly diverse and economically important ecosystems. These ecosystems are naturally exposed to high levels 
of UV radiation because of low solar zenith angles and the natural thinness of the stratospheric ozone layer over tropical latitudes, as well 
as high transparency of the water column over coral reefs. Therefore, it is not surprising that coral reef dwelling organisms have evolved 
photoprotective mechanisms [208]. However, tropical dwelling corals often live near their upper thermal limit [226], and therefore are 
particularly vulnerable to thermal stress associated with increased sea surface temperatures as a result of climate change. Increased sea 
surface temperatures by 1°C to 2°C can cause coral bleaching [227]. Most studies on the impact of UV radiation on coral-reef dwelling 
organisms have used the full-spectrum of solar radiation or combinations of artificial lamps, so the relative importance of UV-B vs other 
spectral bands is uncertain at present. Assessments of recent findings on the interactive effects of UV radiation and other stressors on 
corals are summarised in Table 5.1 and discussed in more detail below.

5.3.1 Direct effects of UV-B radiation on symbionts versus corals
It has been suggested that exposure to UV-B radiation has a greater effect on symbionts than on the coral host. For example, in the 
Indo-Pacific staghorn coral (Acropora muricata), exposure to solar UV radiation decreased photosynthetic efficiency in the symbiont 
but otherwise had no effect on the holobiont (i.e., the integrated assemblage of the coral, symbiotic microalgae, and associated 
microbiome) [228]. Similarly, in the Indo-Pacific bush coral (Seriatopora caliendrum), UV-B irradiation (295-320 nm) reduced pigment 
concentrations of the symbiont but had no effect on coral larval survival, metamorphosis, or settlement (life stages illustrated in Fig. 9) 
[229]. For symbionts in another Indo-Pacific species, the cauliflower coral (Pocillopora damicornis), chronic exposure to solar radiation 
including UV-B radiation reduced photosynthetic efficiency and pigment concentrations of the symbionts [230]. Despite this evident 
impairment of the symbionts, which in the long term could lead to expulsion from the host, short-term (3-day) exposure to solar and 
UV-B radiation did not significantly increase symbiont expulsion beyond that occurring without UV-B irradiation [230].

Symbiont expulsion from the coral host can lead to bleaching. Due to climate change causing increased sea surface temperatures, 
reports of coral bleaching are becoming more common, therefore the negative impact of UV-B radiation on symbiont health is a 
concern, since it can compound the effects of thermal stress as detailed in the next section and increase coral bleaching.

Fig. 9 Life cycle of the Caribbean coral Acropora palmata (a) showing an adult colony (scale bar = 10 cm). (b) During summer 
months in the evening colonies synchronously spawn (scale bar = 2 cm) gamete bundles (seen as many pink spheres on the 
coral branches, two of which are indicated by black arrows) that contain eggs and sperm. The eggs are rich in lipids such 
that when the bundles are released (indicated by white arrow) and rise to the surface, they break up due to wave action and 
fertilisation can occur between gametes of distinct colonies. (c) The embryos (scale bar = 600 µm) develop into (d) pear-shaped 
planula larvae (scale bar = 1 mm), both of which float at the water surface for three to five days exposed to summer-time peaks 
of UV radiation. Once the larvae begin to swim, they search for suitable substrate to settle, followed by metamorphosis into 
(e) a coral primary polyp (scale bar = 1 mm), which undergoes asexual reproduction to form the colony. Photo credits: Sandra 
Mendoza Quiroz.



Chapter 5

236

Table 1 An assessment of the biological effects on different stages of the life cycle of corals (see Fig. 9) as a result of exposure to 
UV-B radiation, another stressor, or UV-B radiation and another stressor in combination.

Life cycle  
stage

Stressor Biological  
effect

Species Reference

Adult (sessile) 

UV-B radiation

No effect in coral 
host, decreased 
photosynthetic 
efficiency in symbiont

Acropora muricata [228]

No effect in coral 
host, decreased 
photosynthetic 
efficiency in symbiont

Pocillopora damicornis [230]

No effect in coral host, 
reduced pigment 
concentration in 
symbiont

Seriatopora caliendrum [229]

Increased water transparency 
and peak temperatures 
coincide with high UV-B 
radiation

Coral bleaching Mixed, natural assemblage, 
Red Sea

[3]

Microplastic degradation Decreased growth and 
food capture rates

Lophelia pertusa, Madrepora 
oculata

[231]

Organic UV filters Coral bleaching and 
death

Pocillopora damicornis, 
Seriatopora caliendrum

[161, 162]

Increased toxicity of organic 
UV filters in combination with 
increased temperature

Coral death Acropora tenuis [173]

Inorganic UV filters Coral bleaching Acropora spp. [167]

Reduced photosystem II 
activity

Stylophora pistillata [168]

Gametes Phototoxicity of heavy fuel oil Reduced fertilisation 
success

Acropora millepora [194]

Embryos 
(floating at 
water surface)

Phototoxicity of heavy  
fuel oil

Fragmentation of 
embryos resulting in 
smaller larvae

Acropora millepora [194]

Planula 
larvae (free-
swimming 
dispersal 
stage)

Exposure to UV-B radiation No effect on larval 
survival, metamorphosis 
or settlement

Seriatopora caliendrum [229]

Organic UV filters Bleaching, settlement 
failure, mortality

Pocillopora damicornis, 
Seriatopora caliendrum

[162]

Phototoxicity of marine fuels Reduced 
metamorphosis success

Acropora tenuis [232]

Phototoxicity of heavy fuel oil Reduced survival, 
deformed larvae, 
reduced metamorphosis 
success

Acropora millepora [194]

5.3.2 Response to UV radiation and thermal stress
Climate change associated thermal stress causes coral bleaching (i.e., loss of symbiotic algae) and may be lethal or, at the very least, 
affect metabolic processes including photosynthesis, respiration, and calcification. The effects of thermal stress are exacerbated by 
exposure to the naturally high UV radiation levels characteristic of many tropical coral reef environments [208]. Some coral reef dwelling 
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organisms, such as the Caribbean octocorals Pseudoplexaura crucis and Eunicea tourneforti [233] and the Indo-Pacific scleractinian105 
coral Acropora muricata [228] have proven to be resistant to the effects of UV irradiation alone or in combination with thermal stress 
[233]. The presence of UV absorbing compounds such as MAAs in A. muricata [228] may provide protection against the damaging 
effects of UV radiation as they do for other corals ([234], more details in Sect. 5.4). However, the induction of bleaching in the Indo-
Pacific coral P. damicornis by thermal stress was the same whether or not it was exposed to UV radiation [235]. The main effect of UV 
radiation in this coral (independent of thermal stress) was to depress the nitrogen content of organic matter that it released into reef 
waters [235]. Since this release is a major source of organic matter to reef waters, UV radiation could cause significant changes in the 
nutrient biogeochemistry of tropical reef surface waters, resulting in higher C:N:P ratios. This imbalance could lead to higher levels of 
nitrogen fixation by the coral microbiome and other reef-dwelling organisms. On the other hand, exposure to low levels of artificial, 
full-spectrum UV radiation (equivalent to 15 m depth on tropical coral reefs) was shown to mitigate thermal stress and nitrate-induced 
inhibition of photosynthesis by promoting the synthesis of antioxidant compounds and MAAs in P. damicornis [236]. Thus, mild UV 
irradiation can protect corals against the effects of other types of stress. 

The impact of combined thermal and UV radiation stress on tropical corals can be species-specific and depend on whether 
photoprotective MAAs are produced by the symbiotic algae and are lost during bleaching, or are produced by the host and retained 
even after bleaching [237]. Although exposure to UV radiation in combination with thermal stress generally has adverse effects on 
tropical corals, responses and resistance to long term damage appear to be species-dependent. The interactive effects of UV radiation 
and thermal stress add to the list of factors that are likely to negatively affect persistence of corals and impact species distribution of 
tropical coral reefs as climate change continues in the future.

5.4 Photoprotection in corals and invertebrates
Aquatic invertebrates use a range of photoprotective mechanisms to offset potential damage by UV irradiation including morphological 
changes, avoidance of exposure, synthesis of antioxidant and photoprotective compounds such as carotenoids and MAAs, and 
molecular defence mechanisms such as activation of DNA repair mechanisms and up-regulation of stress genes [238, 239]. Examples 
of the latter are expression of genes for heat shock proteins and signalling kinases [239]. Suites of MAAs have been detected in tropical 
reef-dwelling corals, which provide broad-band protection from damage due to UV irradiation [240]. Concentrations of MAAs tend 
to positively correlate with exposure to UV radiation such that there are documented decreases with depth, fluctuations with seasonal 
cycles and in experiments that manipulate exposures to UV radiation [208]. However, MAA content in the estuarine-dwelling anemone 
Anthopleura hermaphroditica, endemic to Chile, did not fluctuate despite large seasonal variations in UV-B radiation [241]. Instead, 
this anemone accumulates antioxidants and phenolic compounds to protect from UV radiation. Overall, different mechanisms or 
combinations of mechanisms are used by aquatic organisms to offset the deleterious effects of UV radiation. 

Sea urchins, like other invertebrates, have developed a host of protective strategies. These strategies include accumulation of 
photoprotective compounds (such as MAAs and carotenoids), avoidance of exposure to UV radiation, and other defence mechanisms 
[239]. In addition to MAAs, sea urchins synthesise the “black” type spinochrome (polyhydroxy-1,4-naphthoquinone), a UV-protective 
compound that is the most abundant pigment in sea urchins associated with coral reef environments [242]. Sea urchin embryos, long 
used as model organisms to study the effects of chemical stressors on marine organisms, are potential model systems for also studying 
the effects of physical stressors such as UV radiation including UV-B wavebands. Sea urchins play an important ecological role as 
herbivores controlling the biomass of attached (benthic) algae through grazing. The most common impacts of exposure to UV radiation 
in developing embryos of sea urchins are deviations in skeleton formation and patterning, with damage being dependent on cumulative 
exposure [239]. 

To summarise, tropical coral reef dwelling organisms have developed a wide range of strategies for adapting to UV irradiation. 
However, there is still limited information about how they respond to UV-B radiation in combination with global change stressors. More 
information is needed to predict how these organisms will respond in the future and how that may affect the coral reef landscape. 

5.5 Effects of UV radiation on zooplankton including sub-lethal, mortality and defence    

  mechanisms

5.5.1 Exposure to UV-B radiation and fitness of zooplankton
Experimental studies using lamps that mimic the full spectrum of solar UV radiation demonstrated that lifetime reproductive success of 
zooplankton (a proxy for fitness) can be reduced by exposure to broad-band UV radiation [243]. However, it is crucial to also understand 
how effects on organismal fitness and survival vary across the UV spectrum. A type of action spectrum describing the variation in 
zooplankton mortality due to exposure to different wavelengths of UV radiation, the biological weighting function, has been previously 
defined for Daphnia [244]. Recent work has shown that this function is also applicable to mortality of a freshwater ciliate (Pelagodileptus 
trachelioides) due to UV irradiation [245, 246]. For both Daphnia and the ciliate, short-wavelength UV-B radiation is the most effective 

105 Octocorals and scleractinian corals resemble each other in general appearance, but octocorals do not deposit a calcium carbonate-based skeleton whereas scleratinian 
corals do. Also, octocorals have eight-fold symmetry whereas scleractinian corals (also known as hexacorals) have six-fold symmetry.
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at causing mortality, similar to the wavelengths most effective for damaging DNA and RNA (see action spectra discussion in the COVID 
assessment, Chapter 2, Bernhard et al. [89]). Collectively, these experiments illustrate that UV-B radiation is detrimental to zooplankton 
and exposure leads to reduced fitness. 

UV radiation can also cause sub-lethal effects, such as reduced feeding rates, reduced growth and morphological changes in many 
organisms [247, 248]. These effects have been previously documented in all types of major zooplankton taxa [249-251], and in recent 
years include reports on less studied taxa such as ciliates and crab larvae [252, 253, 245]. Other recent examples of sub-lethal effects 
include reduced body length, width and tail spine length in juvenile Daphnia [254] as well as reduced moulting and growth in Daphnia 
upon exposure to combined UV-A and UV-B radiation [248]. Furthermore, a variable exposure to UV radiation (combined UV-A and UV-
B) mimicking the natural situation with cloudiness led to lower fitness in Daphnia compared to a constant exposure [255]. 

Defence mechanisms in zooplankton mitigate some of the damage from UV irradiation, for example by repair systems, photoprotection 
or avoiding surface waters during times of high UV irradiance [256, 214, 257-259]. However, defences may come with some costs, 
e.g., a reduced predator avoidance capacity [252, 253]. Recent studies illustrate that the level of expression of these defences not only 
depends on phenotypic plasticity but also on the evolutionary history [260]. For example, Daphnia isolated from a high-UV environment 
displayed intense UV-avoidance and induced photoprotective pigmentation compared to individuals of the same species coming from 
a low-UV environment [260]. Furthermore, Daphnia was able to diminish the negative effects of long-term, multi-generational, exposure 
to UV radiation by progressively altering pigmentation, life-history and probably other types of defences [261]. These transgenerational 
adaptations increased UV-tolerance and reversed the effect of UV radiation on offspring production within three generations. The overall 
outcome of exposure to UV radiation in terms of effects on population sizes is not known. Attempts have recently been made to model 
the outcome of exposure to UV-B radiation on reproduction in zooplankton [262]. However, parameterisation of such models using 
realistic biological weighting functions is still lacking. 

5.5.2 Exposure to UV radiation modulates zooplankton interactions in the food web
Zooplankton respond to several challenges at the same time, including exposure to UV radiation, predation risk, and searching for food. 
An important way that exposure to UV-B radiation can affect zooplankton is by modifying how they respond to these other challenges. 
Predation risk is perceived in several ways, for example by detecting the chemical signals (kairomones) emitted by an invertebrate 
predator. 

In the trade-off between avoiding the effects of exposure to UV radiation vs predation, avoidance of exposure to the radiation was 
recently suggested to be the most important factor, as shown for the zooplankton, Daphnia. Depth migration experiments show that 
two species (large and small) avoided exposure to levels of UV-A and UV-B radiation typical of surface waters by downward migration 
even when that increased their vulnerability to a macroinvertebrate predator [263]. The presence of a surface visual predator (fish) did 
not induce any deeper migration than that needed to avoid UV radiation. On the other hand, zooplankton reduced UV-avoidance to 
access food, showing that feeding opportunities are favoured in the trade-off with avoiding the damaging effects of UV radiation [264]. 

UV-avoidance is furthermore dependent on water transparency. Reduced penetration of UV radiation into the water column, which can 
be caused by factors such as extreme precipitation events and smoke haze (Sect. 2.1), reduce zooplankton migration to deeper waters 
[265-267]. However, a recent field study demonstrated that reduced exposure to UV radiation created by smoke haze does not always 
reduce zooplankton migration [268]. Despite the lower risk of damage by UV radiation, zooplankton still migrated downward during 
the day to avoid predation by fish, illustrating the multiple challenges to zooplankton that need to be considered in understanding 
food web interactions. UV avoidance has also been studied in water bodies at low latitudes where UV radiation is relatively high year 
round. Evidence from these environments suggests that zooplankton rely less on vertical migration and more on other defences such 
as accumulation of photoprotective substances to avoid damage due to exposure to UV radiation [269]. It has been demonstrated 
multiple times that the accumulation of photoprotective compounds in zooplankton reduces the negative effects of UV radiation but 
increases their vulnerability to fish predators that track their prey by visually perceiving UV-absorbing pigments [256]. Recent studies 
extend this knowledge, demonstrating the importance of the composition of the fish community with a negative association between 
photoprotective compounds and the density of visual predators such as sticklebacks [270].

At larger geographic scales, changes in UV-transparency can lead to range expansions, modulated zooplankton interactions (see 
above), as well as changes in community composition [256, 271, 272]. More recently, zooplankton predators such as the phantom 
midge larvae Chaoborus, and the freshwater jellyfish (Craspedacusta sowerbii) have been shown to be sensitive to UV radiation and 
mainly invade habitats with low UV transparency [273, 274]. Such invasions may increase with decreased UV transparency (Sect. 2.1.1) 
and are expected to result in selective predation on certain species and changes in the composition of the zooplankton community. 
These changes can have cascading effects on other parts of the aquatic food web, including fish stocks. Hence, changes in UV radiation 
combined with the effects of climate change will lead to changes in species interactions and the resulting food web structure.

5.6 Harmful effects of UV-B radiation on fish
Exposure of fish to UV radiation, and particularly UV-B radiation, has negative effects on physiology, behaviour, morphology and in 
some cases leads to mortality of eggs, juveniles and adult fish [275, 276]. The latest laboratory studies illustrate this fact, showing that 
early developmental stages of the Senegalese sole (Solea senegalesis) changed pigmentation, behaviour, and reduced growth upon 
exposure to UV radiation (combined UV-B and UV-A) [277]. Additional sub-lethal and lethal effects have been demonstrated in response 
to exposure to both UV-B and UV-A radiation and in different life stages of many fish species [275, 276]. These negative effects of UV 
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irradiation have been mostly observed in laboratory settings using artificial radiation, while fewer examples exist in field experiments 
using natural solar radiation. Thus, there is a need to understand to what extent the laboratory-based results are realistic and can be 
extrapolated to effects on population sizes and yields in the wild and in aquaculture. Furthermore, the UV lamps used in the laboratory 
need to be selected with great care to exclude unrealistic shortwave UV-B radiation (below 300 nm) and weighting exposures with 
action spectra need to be carried out to ensure that environmentally relevant doses are applied. 

Laboratory studies also do not take into account that fish have a number of mechanisms to avoid damage by UV radiation in the natural 
environment including behavioural avoidance, cellular repair mechanisms, accumulation of photoprotective compounds (including 
pigments), and physical barriers such as scales [275, 276]. One recent example of a potential additional adaptation to avoid damage is 
the variable buoyancy in eggs of several species that reproduce in oceanic surface waters (Fig. 10). 













 







Fig. 10 Fish have several 
mechanisms to avoid UV-damage. 
Recent laboratory studies have 
demonstrated that fish eggs can 
sink in response to UV-A irradiation. 
(a) The diel expression of this in 
the ocean helps to avoid potential 
damage from concomitant solar 
UV-B radiation, since eggs will sink 
as UV-B irradiation increases. 

(b) This mechanism is active in red 
snapper (Lutjanus campechanus), 
cobia (Rachycentron canadum), and 
yellowfin tuna (Thunnus albacares). 
On the right, a schematic of the 
experiment with eggs in tubes 
either protected (x) or exposed (√) 
to UV-A radiation (Figure redrawn 
from [278,279]).

The embryos sank down to greater depths when exposed to UV- A radiation and recovered a surface position when released from 
UV-stress [278, 279]. Although the response is induced by UV-A irradiation, in the ocean this mechanism would concomitantly reduce 
exposure to solar UV-B radiation. In all, these findings suggest that fish are negatively affected if exposed to UV radiation but have a wide 
range of adaptations that can help to mitigate damage due to such exposure.

6 Knowledge gaps

Based on this most recent assessment, we can identify several important knowledge gaps, new and continuing. These include:

• Models are needed that demonstrate the benefits to aquatic ecosystems derived from the implementation of the Montreal Protocol 
and avoidance of large increases in incident UV-B radiation. Demonstrating such benefits will help sustain commitments to the 
multinational treaty. A key knowledge gap for implementing these models in the aquatic environment is defining more spectral 
weighting functions that quantify the response of a variable (e.g., virus inactivation) to exposure to UV radiation as a function 
of wavelength. This gap has been noted also in previous assessments [1]. Spectral weighting functions are known for some 
biogeochemical processes ([120] and references therein) and organismal responses (e.g. coliphage inactivation [82], phytoplankton 
photosynthesis [71], Daphnia mortality [244], and others described in Sect. 3.2, 4.4 and 5.5.1). However, there are many processes 
in the aquatic environment for which information on spectral weighting functions is limited or unknown, including breakdown of 
oil contaminants, photoinactivation of pathogens and mortality of various taxa. While the required investment of time and cost has 
been a barrier in the past, a novel, light emitting diode-based, exposure system now makes it easier to estimate spectral weighting 
functions for aquatic samples [280]. Besides spectral weighting functions, models need to take into account various feedbacks, UV 
adaptations among organisms, and the interactive effects with other factors. Progress on this front is possible using whole ecosystem 
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manipulations combined with models, such as those described in Dur et al. [262], as long as those models use realistic biological 
weighting functions (see Sect. 5.5.1).

• Improved methods for estimating UV transparency from remote-sensing data will enable better estimates of exposure to UV radiation 
in lakes around the globe (Sect. 2.1).

• The Arctic is undergoing rapid environmental changes, the effect of which includes the release of photoreactive organic matter to 
surface waters as a result of permafrost thawing. Photodegradation of dissolved organic matter releases CO2 and other greenhouse 
gases and impacts its bioavailability, but there is a lack of agreement on the magnitude of these processes and on their seasonal and 
geographical variability (Sect. 3.4.1). This information is crucial to predicting the extent of photochemical CO2 emissions in high 
latitude ecosystems and their variations induced by changes in climate and UV radiation.

• UV-B radiation should be included in more studies of the effects of contaminants introduced into and/or are affecting aquatic 
ecosystems due to human activities. Particularly important is determining how UV radiation affects the fate of microplastics and to 
what extent microplastics pose a danger to aquatic ecosystems (Chapter 8,  Jansen et al. [145]). Recent research assessed here also 
shows the importance of UV radiation, including UV-B wavebands, in dispersing and degrading oil pollutants, which can then be 
phototoxic in the marine environment. This topic has been under-appreciated in the past and is an area that needs more attention in 
the future.

• There is a need for more assessment of the environmental impact and toxicity of UV filters. Considering that use of these filters in 
topical sunscreens is important in preventing skin cancer, a recent report from the National Academies of Sciences, Engineering and 
Medicine of the United States [150] has highlighted the urgent need for more studies of their environmental impact. This includes 
whether impacts can be lessened by using inorganic or “natural” organic filters.

More studies using solar UV radiation (vs artificial sources of UV radiation) are needed to better assess how the responses of fish to UV-B 
radiation affect fisheries and aquaculture. Compared to studies on most other groups of aquatic organisms, there are very few studies of 
fish using ecologically relevant exposures of solar UV radiation.

7 Conclusions

Our assessment has shown that considerable knowledge continues to be acquired about how solar UV-B radiation impacts aquatic 
organisms and their ecosystems, whether marine, estuarine, or freshwater. As documented in this and previous assessments (e.g. [1]), 
exposure to solar UV-B radiation most frequently has undesirable effects, such as reduced productivity or survival, but in some cases 
there are desirable results (at least for humans), such as inactivation of pathogens. Given that most of the effects are negative, the 
large increases in incident UV-B irradiance that have been avoided by adherence to the Montreal Protocol (Chapter 1, Bernhard et al. 
[27]) can be viewed as being largely beneficial to aquatic ecosystems and the services they provide, supporting progress toward the 
Sustainable Development Goals, especially SDG14 (Life Below Water) [281]. While the world has avoided increased UV-B radiation due 
to stratospheric ozone depletion, UV-B radiation in the aquatic environment is nevertheless changing due to global climate change and 
other anthropogenic effects such as increased environmental pollution, both in the air and water. Our current assessment shows that 
climate change has variable effects on exposure to UV-B radiation, either increasing or decreasing exposure in the aquatic environment 
(Sect. 2). All organisms have a set of adaptations that enable them to reduce damage from UV radiation, but these may not be as 
effective when combined with other stressors such as increased sea-surface temperatures and ocean acidification. Moreover, other 
factors such as variation in temperature and pH, and presence of pollutants can increase the sensitivity of organisms to damage from UV 
radiation and impact biogeochemical processes (Sect. 3). 

In summary, this latest assessment of the effects of UV-B radiation and stratospheric ozone depletion on aquatic ecosystems reflects a 
realisation of how effects increasingly depend on the multi-faceted interaction between exposure to UV radiation and changes resulting 
from climate change and other anthropogenic activities. Minimising the disruptive consequences of these effects on critical services 
provided by the world’s rivers, lakes and oceans (freshwater supply, recreation, transport and food security) will not only require 
continued adherence to the Montreal Protocol but also a wider inclusion of solar UV radiation and its effects in studies and/or models of 
aquatic ecosystems under conditions of a future global climate.
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List of abbreviations

ARGO Array for Real-time Geostrophic Oceanography

BWF Biological Weighting Function

CDOM Chromophoric Dissolved Organic Matter

DOM Dissolved Organic Matter

EEAP Environmental Effects Assessment Panel

MAA Mycosporine-like Amino Acid

MLD Mixed Layer Depth

NCP Net Community Production

PAR Photosynthetically Available Radiation (same as visible radiation) (400-700 nm)

UV-A Ultraviolet-A (315–400 nm)

UV-B Ultraviolet-B (280–315 nm)

UV-C Ultraviolet-C (100–280 nm)

WASP Water Quality Assessment Simulation Program
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Summary

Ultraviolet (UV) radiation drives the net production of tropospheric ozone (O3) and a large fraction of particulate matter (PM) including 
sulfate, nitrate, and secondary organic aerosols. Ground-level O3 and PM are detrimental to human health, leading to several million 
premature deaths per year globally, and have adverse effects on plants and the yields of crops. The Montreal Protocol has prevented 
large increases in UV radiation that would have had major impacts on air quality. Future scenarios in which stratospheric O3 returns to 
1980 values or even exceeds them (the so-called super-recovery) will tend to ameliorate urban ground-level O3 slightly but worsen it 
in rural areas. Furthermore, recovery of stratospheric O3 is expected to increase the amount of O3 transported into the troposphere by 
meteorological processes that are sensitive to climate change. 

UV radiation also generates hydroxyl radicals (OH) that control the amounts of many environmentally important chemicals in the 
atmosphere including some greenhouse gases, e.g., methane (CH4), and some short-lived ozone-depleting substances (ODSs). Recent 
modelling studies have shown that the increases in UV radiation associated with the depletion of stratospheric ozone over 1980-2020 
have contributed a small increase (~3%) to the globally averaged concentrations of OH. 

Replacements for ODSs include chemicals that react with OH radicals, hence preventing the transport of these chemicals to the 
stratosphere. Some of these chemicals, e.g., hydrofluorocarbons that are currently being phased out, and hydrofluoroolefins now used 
increasingly, decompose into products whose fate in the environment warrants further investigation. One such product, trifluoroacetic 
acid (TFA), has no obvious pathway of degradation and might accumulate in some water bodies, but is unlikely to cause adverse effects 
out to 2100.

1 Introduction

The protection of stratospheric ozone (O3) has had important consequences for the chemical composition of the lower atmosphere 
(the troposphere) and the quality of the air that humans and many other organisms breathe. Ultraviolet (UV) radiation plays an essential 
role in the generation of photochemical smog, exposure to which is associated with widespread health effects, reductions in life 
expectancies, damage to forests, and smaller agricultural yields. Given the number of populations and ecosystems currently affected 
by photochemical smog, even small changes in UV radiation are important, such as those associated with the few percent depletion of 
stratospheric O3 that occurred at midlatitudes over 1980-2000. By limiting the depletion of stratospheric O3, the Montreal Protocol has 
avoided large increases in tropospheric UV radiation that would have exacerbated photochemical air pollution in urban areas. 

On the global scale, UV-B radiation (280-315 nm) controls the self-cleaning capacity of the troposphere by generating hydroxyl radicals 
(OH). These radicals react with many chemicals emitted to the troposphere, including greenhouse gases such as methane, facilitating 
their removal from the atmosphere and essentially determining their atmospheric lifetime. The Montreal Protocol has maintained 
the troposphere’s self-cleaning capacity at near natural levels, but future changes remain a concern, especially if the intensity of UV-B 
radiation decreases substantially due to increasing stratospheric ozone under some future scenarios. 

Actions under the Montreal Protocol have led to the introduction of new chemicals to the atmosphere as replacements to some of the 
ozone-depleting substances, including hydrofluorochlorocarbons (HCFCs), hydrofluorocarbons (HFCs), hydrofluoroethers (HFEs), 
hydrofluoroolefins (HFOs) and hydrochlorofluoroolefins (HCFOs). However, their atmospheric photo-degradation can lead to persistent 
secondary pollutants such as trifluoroacetic acid (TFA), whose ultimate fate in the environment remains unclear, requiring continued 
monitoring and assessment relative to other natural and/or anthropogenic sources. 

We have reported on these issues in our previous assessments [1-6] and our objective here is to provide an updated overview and 
assessment of the scientific evidence. As will be presented in the following sections, our previous conclusions remain qualitatively 
unchanged and consistent with increasingly available observations and numerical simulations. This assessment consists of two parts: 
The first part (Sect. 2) focuses on the effects of depletion of stratospheric ozone, solar UV radiation (particularly UV-B), and interactions 
with climate change on tropospheric air quality and how changes in tropospheric air quality affect human health and ecosystems. The 
second part (Sect. 3) assesses the known sources of trifluoroacetic acid (TFA), including those related to the replacement chemicals 
under the purview of the Montreal Protocol, and their potential risk to humans and ecosystems.

In conducting this assessment, we have searched the literature through PubMed®, Google Scholar, ScienceDirect®, and relevant 
journals to obtain peer-reviewed papers from the recent literature (2018–2022) as well as reports from recognised international 
agencies (e.g., World Health Organization) and government agencies (e.g., US Environmental Protection Agency). We have critically 
evaluated these papers and reports before including information from them in this Quadrennial Assessment.
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2 UV-dependent air pollutants and their effects on human health, 
plants, and the self-cleaning capacity of the troposphere

The importance of UV radiation to the formation of some types of air pollution has been known at least since the studies of 
photochemical smog in Los Angeles in the 1950s, when it was shown that ambient O3 was generated by UV-induced reactions involving 
nitrogen oxides (NOx) and volatile organic compounds (VOCs) [7]. Since then, many details of these photochemical reactions have 
been elucidated, such as the central role of UV-generated OH radicals in controlling the overall reactivity; and the formation of O3, 
peroxides, acids, and other harmful gaseous intermediates, including some that can condense to form particulate matter (PM). This gas- 
and solid-phase chemistry is complex, involving hundreds of different chemicals, often with rapidly changing emissions and different 
environmental conditions.

A brief overview/summary of tropospheric chemistry, with emphasis on the distinct roles of UV-B and UV-A radiation, is provided in 
Sect. 2.1. The formation of photochemical smog, specifically its ground-level O3 and UV-sensitive PM components, is discussed in 
Sect. 2.2 and 2.3, including an assessment of the possible effects of changes in UV radiation related to the recovery of stratospheric 
ozone over the coming decades. Exposure to photochemical smog can have large impacts on human health, particularly in vulnerable 
populations even at low concentrations of pollutants (Sect. 2.4). Tropospheric O3 and PM can also affect plant health (Sect. 2.5). UV-B 
radiation has beneficial effects by causing the formation of OH, the cleaning agent of the troposphere (Sect. 2.6). Finally, changes in 
atmospheric circulation and the transport of pollutants affects the tropospheric air quality (Sect. 2.7). A summary of our assessment is 
provided in Sect. 2.8. 

2.1 Background: The UV photochemistry of tropospheric air
The most important UV-induced processes that control air quality in the troposphere are shown in Fig. 1. UV-B radiation is responsible for 
the formation of the OH radical, the major oxidising agent in the troposphere. This occurs through the photolysis of O3 and subsequent 
reaction of an electronically excited oxygen atom with water (H2O). Hydroxyl radicals are lost by reaction with reduced chemicals, 
including carbon monoxide (CO), methane (CH4), VOCs, sulfur dioxide (SO2), and nitrogen dioxide (NO2) (Fig. 1).

Fig. 1 Simplified schematic of tropospheric photochemistry. UV-C radiation (100-280 nm) in the stratosphere generates ozone, 
O3, some of which is transported to the troposphere. UV-B radiation initiates tropospheric chemistry by photo-dissociating O3 
and generating highly reactive hydroxyl radicals (OH). These react with many compounds emitted by human activities and natural 
processes, e.g., carbon monoxide, methane, volatile organic compounds including halocarbons, and others, all generalised in the 
figure as RC (reduced compounds). By removing these compounds, the concentration of OH controls the self-cleaning capacity 
of the atmosphere. Nitrogen oxides (NOx = NO + NO2) catalyze the photo-oxidation by regenerating OH via reaction of NO with 
HO2. This coupling of the NOx and HOx (OH + HO2) cycles also leads to autocatalytic production of O3, often in amounts larger 
than lost initially via its UV-B photolysis, since NOx and HOx molecules can cycle many times before being removed. The cycles are 
terminated by reaction with OH to make nitric acid, (HNO3) or by reaction of HO2 to inorganic or organic peroxides, e.g., hydrogen 
peroxide (H2O2). Other products, depending on the reduced compounds being oxidised by OH, could include partly oxidised 
organics, secondary organic aerosols (SOA), sulfuric acid (H2SO4), and trifluoroacetic acid (TFA).
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Hydroxyl radicals control the atmospheric amounts of these chemicals as well as those of many other important trace gases, e.g., HFCs, 
HCFCs, HFOs, and very-short-lived substances (VSLSs, e.g., halo-organics with a lifetime of less than or equal to 6 months). 

Chemicals such as chlorofluorocarbons (CFCs) that do not react with OH have the potential to reach the stratosphere in large amounts; 
the CFCs were therefore replaced with chemicals that react with OH (HCFCs, HFCs, HFOs, etc.). UV-B and UV-A radiation are together 
responsible for the net production of O3 in the troposphere. This occurs via photo-dissociation of nitrogen dioxide (NO2) to NO and 
O, mainly by UV-A radiation, and subsequent reaction of the oxygen atom with molecular oxygen (Fig.1). Nitrogen oxides (NOx = NO 
+ NO2) are emitted primarily as NO, and the NO2 is produced via the re-cycling of the hydroxyl radical (OH) generated from the UV-B 
photolysis of O3. Due to this autocatalytic production of O3 involving OH, the net production of O3 depends not only on UV A radiation 
but also on UV-B radiation. The different effects of UV-B and UV-A radiation are discussed in more detail in Box 1. Note that Fig.1 is 
restricted to reactions occurring in the gas phase, while heterogeneous, UV-induced processes involving aerosols are discussed in Sect. 
2.3.

2.2 UV radiation and ground-level ozone
Ground-level O3 continues to be a major environmental problem, with costly impacts on human health and vegetation. Most ground-
level O3 is produced by the UV photochemical processing of pollutants (see Sect. 2.1), with occasional contributions from downward 
transport of ozone-rich stratospheric air (see Sect. 2.7). It is generally accepted that concentrations of O3 have increased throughout the 
global troposphere over the past century, due to increasing emissions of VOCs and NOx. This is borne out in numerical simulations with 
chemistry-climate models, as shown in Fig. 2. Contributions from stratospheric ozone de-pletion (1980 to current) and the associated 
increases in UV-B radiation have been negligible by comparison, at least for the global scale. Future project-ions tend to show an 
increasing global burden of O3, although the details depend on the assumed scenario of greenhouse gas emissions (only one shown in 
the figure, SSP370).

Fig. 2 Global tropospheric ozone (Tg) estimated by multi-model assessments (MMM, ACCMIP, TOAR) and observations (OBS, 
for the year 2000).  Future projections are for one Shared Socioeconomic Pathway (SSP370 scenario). From IPCC 2021 Ch. 6 
[11].
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Box 1. Effects of different UV wavelengths on the photochemistry of ozone and hydroxyl radicals in the troposphere

Photochemical reactions in the troposphere are controlled by UV-B (280-315 nm) and UV-A (315-400 nm) radiation, while UV-C 
(100-280 nm) photons are absorbed entirely by stratospheric O2 and O3. Among its many important effects, tropospheric UV 
radiation generates hydroxyl radicals (the self-cleaning agent of the atmosphere; Sect. 2.6), 

O3 + hv(λ < 330 nm) → O* + O2

O* + H2O  → OH + OH

and is the final step in the production of tropospheric O3 (Sect. 2.2)

NO2 + hv (λ < 420 nm) → NO + O

O + O2 → O3

Quantification of how UV radiation regulates the chemistry of the troposphere is fundamental to the development of 
scientifically sound models of air quality and chemistry-climate interactions. In general, for a photo-dissociation (or photolysis) 
reaction,

 AB + hv → A + B     

where its rate is proportional to the first-order rate coefficient, JAB (s-1), which can be calculated as an integral over relevant 
wavelengths ƛ, 

 JAB = ∫ F(λ) σ(λ) φ(λ) dλ      (Equation 1)

where F(λ) is the spectral actinic flux (quanta cm-2 s-1) at a location and time, σ(λ) is the absorption cross section (cm2 molecule-1) 
of the photo-labile molecule AB, and φ(λ) is the efficiency or yield (molecule quantum-1) of the products of interest (the photo-
fragments A and B, above). 

Box 1. Continued 

The graph shows the spectral dependence (the 
integrand of Eq. 1) for several photolysis reactions 
that are of major importance in tropospheric 
chemistry. Both UV-B and UV-A radiation are 
relevant, but with different roles because UV-B 
affects primarily the photo-dissociation of O3 (JO2), 
while UV-A dominates the photolysis of NO2 (JNO2). 
Other UV photo-dissociation reactions, for example 
of HNO3, H2O2, and numerous organic chemicals 
(carbonyls, nitrates, peroxides, not shown in the 
graph), also contribute to the rates of formation and 
destruction of photochemical smog.

Contribution of different wavelengths to the 
photolysis rate coefficient for ozone (O3, blue), nitric 
acid (HNO3, green), hydrogen peroxide (H2O2, 
black) and nitrogen dioxide (NO2, red). Each curve 
has been normalised to 1.0 at its maximum.
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Box 2 Major UV photo-dissociation reactions in the troposphere. The sensitivity is the percentage increase in the rate of 
reaction for each 1 percent decrease in the O3 column. The sensitivity is the percentage increase in the rate of reaction for each 1 
percent decrease in the O3 column.  

Photo-dissociation reaction Normalised sensitivity to changes in the O3 column

1.  O3 + hv (+ H2O) → 2 OH + O2 1.4

2.  NO2 + hv (+ O2) → O3 + NO  0.02

3.  HNO3 + hv → OH + NO2 0.8

4.  H2O2 + hv → 2 OH 0.3

5.  CH2O + hv (+ 2 O2) → 2 HO2 + CO 0.4

6.  CH3COCH3 + hv → CH3CO + CH3 1.5

Adapted from McKenzie et al. (2011) [8] for 30o N in June and O3 column of 305 DU (1 DU (Dobson Unit) = 2.69 × 1016 

molecules cm-2)

The table shows the estimated sensitivity of key photolysis reactions to the amount of overhead O3. Specifically, the sensitivity 
gives the percentage increase in the photo-dissociation rate coefficient (J) for a 1% decrease in the O3 column. Reactions 
which are mostly in the UV-B waveband have the largest sensitivities. Changes in UV-B radiation (i.e., those that occur with 
stratospheric ozone depletion) have a different effect on tropospheric chemistry than changes in UV-A radiation (which might 
be due to, for example, clouds or aerosols). This is illustrated in the graph of Box 3 with a highly simplified kinetic model. It can 
be seen that (i) O3 is produced rapidly in the first few hours (near sources, often in urban settings) but decreases gradually on 
longer timescales and thus distance from sources; (ii) decreases in the NO2 photolysis rate coefficient (JNO2, due mostly to UV-A 
wavelengths) cause lower O3 in the urban region but make little or no difference far from sources; and (iii) decreasing the O3 
photolysis rate coefficient JO3 due mostly to UV-B wavelengths) decreases near-source O3 (even more than the JNO2 decrease), 
but at longer times it causes an increase in O3. Thus, both positive and negative changes of ambient O3 concentrations can be 
expected in response to changes in UV-B radiation. Specifically, higher (lower) UV-B amounts imply faster (slower) production as 
well as faster (slower) destruction. 

While the overall principles are well understood [9,10], the precise values and timing of these changes depend on the specific 
chemical mixtures and geographic scales of interest and are not fully known. Accurate prediction of how multiple secondary 
pollutants (O3, secondary PM, peroxides) respond to changes in UV radiation remains a fundamental challenge to the modeling 
of air quality. 

Trends in local and regional concentrations of tropospheric O3 vary greatly as shown in Fig. 3. Over the past few decades, 
concentrations of O3 at ground-level and in the lower atmosphere have been generally decreasing in most developed countries, while 
increasing greatly in some locations including East and South Asia, in response to changes in emissions of NOx and VOCs. Reductions 
in emissions of NOx and VOCs will be necessary to reverse the observed increasing trends, but any substantial future changes in UV 
radiation could modify the effectiveness of such reductions.
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Box 3. Illustration of the response of ground-level ozone to changes in JO3 (mostly UV-B) and JNO2 (mostly UV-A), calculated with a 
simplified kinetic model. Ozone is produced rapidly near sources of pollution (e.g., cities), but is destroyed slowly as air parcels 
are transported away by winds (taken here as 10 km h-1). Less intense UV-A radiation generates less ozone initially but not at 
later times. Less intense UV-B radiation leads to even less initial production of O3, but also to a slower decrease at longer times. 
The lower panel shows O3 concentrations, while the upper panel shows the changes as ratios to the reference. Values of the 
maximum in O3 concentration and its timing are illustrative only, with actual values sensitive to the spatial and temporal patterns 
of emissions, the chemical nature of the emissions, day/night cycles, and details of meteorological transport. The reference 
chemical mechanism is: O3+UV-B → 2OH (7×10-6); OH+RC → HO2 (10-11); HO2+NO → OH+NO2 (8.1×10-12); O3+NO → NO2 
(1.9×10-14); NO2+UV-A → NO+O3 (10-2); NO2+OH → HNO3 (1.1×10-11); 2HO2 → H2O2 (2.90×10-12), with rate coefficient units of 
s-1 for photolysis and cm3 molec-1 s-1 for biomolecular reactions, and initial concentrations of O3 (20 μg m-3), NO (12.5 μg m-3),  
and RC (10 x NO, molar basis).

Fig. 3 Regional and local trends in tropospheric ozone at the surface and lower atmosphere. From IPCC 2021 Ch. 6 [11].

The possibility that ground level O3 can be affected by changes in UV related to depletion of stratospheric ozone was first pointed out by 
Liu and Trainer [12] and has since been confirmed by several studies using numerical models [13-17], as well as observations at the South 
Pole [18] and at mid-latitudes [19]. More intense UV-B irradiation generally induces faster chemical reactivity in air parcels (Box 1), leading 
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to faster removal of primary chemicals, but also more rapid and intense build up (and removal) of intermediate or secondary pollutants, 
such as hetero-organics (e.g., aldehydes, ketones, and organic nitrates) and other byproducts including O3, peroxides, and secondary 
PM. Conversely, reductions in UV radiation decrease chemical reactivity, causing slower production of O3 and other photochemical 
pollutants near source regions, e.g., urban areas, while slowing the destruction on regional and global scales.

The decreases in UV radiation at the surface, expected from the recovery of stratospheric O3,  to 1980 levels are estimated to have 
only a small impact on ambient O3, as reported previously [14,15], since reductions of O3 at midlatitudes have been limited to only a 
few percent (relative to a 1980 baseline). For the United States, the recovery to 1980 levels will increase the O3 column by 4–6%, and 
the resulting lower levels of UV radiation will tend to lower ambient O3 over a few large urban areas, while raising it slightly elsewhere, 
consistent with an overall slower chemical reactivity. However, recent climate model simulations [20-22], also reviewed in Chapter 1 
(Bernhard et al. [23], suggest that under some scenarios of increasing greenhouse gas emissions, stratospheric O3 could exceed the 
1980 baseline (the so-called “super-recovery”). By 2100, stratospheric O3 could increase by an additional 10% (above the 1980 levels) 
under high emission scenarios (SSP3-7.0, SSP4-6.0 and SSP5-8.5; see Fig. 3 in Chapter 1 [23]). This would decrease tropospheric 
JO3 by about 14% (Box 2), like the changes used in the sensitivity calculation shown in Box3. Under these scenarios, the changes in 
tropospheric O3 (urban declines and regional increases) would be about three times greater than those estimated for recovery limited 
to 1980 levels [14,15]. Even at current levels (see Fig. 2 and 3), ground level O3 damages vegetation and causes economically significant 
reductions in crop yields (see Sect. 2.4 and 2.5). Additional increases due to the recovery (or super-recovery) of stratospheric O3 are of 
concern but could be offset by more stringent reductions in emissions of NOx and VOCs. 

Much larger changes would have occurred without the implementation of the Montreal Protocol (the “world avoided”), where 
unabated growth of emissions of CFCs would have resulted in catastrophic global loss of stratospheric O3 [24], with major impacts on 
UV radiation [25], incidence of skin cancer [26,27], and reduction of the global carbon sink by damage to vegetation [28]. However, to 
our knowledge, calculations of the impacts of such large increases in UV radiation on air quality, particularly ambient O3 and secondary 
aerosols, have not been carried out.

While large changes in UV-B radiation have been avoided by the Montreal Protocol (see Chapter 1 [23]), trends and variability in UV 
radiation exist also for other reasons (especially due to aerosols and clouds), and these changes provide ongoing opportunities to 
better understand and quantify the representation of UV-driven chemical processes in models for air quality. Reduced emissions have 
systematically improved air quality in many locations, but this has increased UV radiation near the surface, potentially negating some 
of the benefits of the reduced emissions. For example, aerosol haze in China was reduced substantially during the last decade due to 
lower emissions of NOx and SO2. This has led to surface brightening (e.g., by 0.70–1.16 W m-2 yr-1 in eastern China over 2014–2019) 
[29] but also to undesirable increases in ambient O3 [30-33] (e.g., by 2–6 μg m-3 yr-1 in megacity clusters of Beijing and Shanghai over 
2013–2017) [34]. Simulations with numerical models show several possible reasons including increases in UV radiation [31,33-39], shifts 
in the VOC/NOx chemical regime resulting in increased production of O3 efficiency [35,40], higher emissions of biogenic VOC due 
to rising temperatures [30], and decreased competition for gas-phase radicals by aerosol surfaces [34,40], with reality likely being a 
combination of these factors. 

Long-term increases in UV radiation at the surface due to improved local air quality have been recorded in many other locations. For 
example, increasing trends in UV radiation over 1996–2016 were found [41] for stations in Japan and Greece, and were attributed to 
reductions in absorbing aerosols. More recently, Ipiña et al. [42] found that the UV Index in Mexico City increased by ca. 20% over 
2000–2019 (due to reductions in PM, SO2, O3, and NO2) and estimated that such increases in UV radiation would require an additional 
10% reduction in VOC emissions to meet the same ground-level O3 concentrations had the UV remained constant. Brief increases in 
UV radiation at the surface have been observed during the economic slowdowns related to the COVID-19 pandemic, e.g., in Brazil 
[43], East Asia [44], India [45], and likely in many other locations. Analysis of these data is ongoing and should yield insights on how 
atmospheric pollution responds to changes in UV radiation under different conditions. 

2.3 UV radiation and particulate matter
Particulate matter is a major component of air pollution, and particles smaller than about 2.5 μm (PM2.5) are believed to be particularly 
damaging due to their ability to penetrate deeply into lungs. A large fraction of PM2.5 is formed by UV-initiated photochemistry. While 
“primary” PM is emitted directly (e.g., dust, black carbon, or sea spray) “secondary” PM is produced in the atmosphere, typically by 
condensation of gases having low saturation vapour pressures. These condensable gases are mostly produced by reactions of OH with 
pollutants such as SO2, NO2, or VOCs, to yield sulfate, nitrate, or secondary organic aerosols (SOA), respectively:

 OH + NO2  →  HNO3

 OH + SO2  →  … →  H2SO4 

 OH + VOC  →  … →  OVOC (various partly oxidised VOCs) →  SOA

where the last two reactions involve several intermediate steps. The rate-limiting step in the production of these particles is the reaction 
of OH with the precursors (NO2, SO2, or VOCs), so that the dependence of OH on UV radiation (see Sect. 2.1) applies directly to the 
rate of formation of secondary PM as well. Decreases (increases) in stratospheric O3 lead to increases (decreases) in tropospheric UV-B 
radiation and concentrations of OH radicals, and therefore to faster (slower) formation of these PM. The Montreal Protocol, through its 
influence on the amount of UV radiation reaching the troposphere, has direct consequences for the formation of secondary PM. Primary 
PM, on the other hand, is not expected to depend strongly on UV irradiation.
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The relative amounts of primary and secondary PM vary greatly in time and space, and estimates exist only for regions where reliable 
emission inventories exist. For the contiguous United States (Fig. 4) modeling studies indicate that more than half of the PM2.5 is 
secondary in origin, and thus directly sensitive to variations in UV radiation [46]. Globally, major contributors to PM2.5 are sulfate, 
nitrate, organics, ammonium, and black carbon (see Fig. 6.7 of IPCC 2021 [11]). While sulfate and nitrate PM are of secondary origin, 
for organics the relative global contribution of primary and secondary PM is less clear. Satellite-based observations of aerosol optical 
properties provide only very limited information about chemical composition [47,48]. A better understanding of the secondary/primary 
ratio of PM2.5 in all populated regions is required to fully assess the role of UV radiation and hence the relevance of the Montreal Protocol 
to this global air pollution problem.

Fig. 4 Composition of PM2.5 over the contiguous United 
States calculated with a chemistry-transport model. Particles 
produced by UV photochemical reactions (secondary 
aerosols) include sulfate (SO4), ammonium nitrate (NH4NO3) 
and secondary organic aerosols (SOA) from anthropogenic 
or biogenic precursors (SOAAVOC and SOABVOC, 
respectively), and account for more than half of the total 
PM2.5, compared to directly emitted particles (primary 
aerosols) such as dust, soot, and sea spray. VOC, volatile 
organic compounds. From Pye et al. [46].

 
An emerging and rapidly evolving topic is the effect of UV radiation on chemical reactions within and on the surface of aerosol particles. 
These heterogeneous processes are extremely complex and still poorly understood, at least in part because aerosols may be composed 
of many different chemicals, often mixed within the same particle, and each with different UV-absorbing properties and different 
photolytic fragments. Depending on the specific particle, several UV-mediated processes have already been identified: (a) photolysis 
of particle-bound organic chemicals into volatile gases (e.g., CO and CO2), leading to loss of particle mass [49-54];  (b) photolysis of 
particle-bound inorganic and organic nitrogen into gaseous NO, NO2, or HONO, potentially increasing the oxidising capacity of the 
atmosphere [55-58]; (c) conversion of SO2 gas on the surface of particles to particulate sulfate (thus increasing the mass of the particle) 
[59-61]; (d) formation of molecular chlorine (Cl2) leading to enhanced reactivity of a daytime suburban atmosphere [62], (e) increased 
absorption of shortwave radiation (from formation of brown carbon) with consequences for radiative forcing of climate [63-67]; and 
(f) formation of various reactive oxygen species (ROS), some of which (e.g., peroxides) are sufficiently long-lived that they may persist 
during inhalation and play a major role in deleterious health effects of air pollution [61,64,68-72]. 

Ultraviolet-induced photo-processes within and on the surface of aerosols can also increase the ability of aerosols to act as cloud 
condensation nuclei (CCN) [73,74], which can change cloud properties and therefore indirectly impact climate. UV-B irradiation (~4.5 
days solar radiation equivalent) of dissolved organic matter (DOM, used as a surrogate for organic aerosols) from freshwaters resulted 
in an increase of hygroscopicity by up to 2.5 times [73]. This is a result of the photodegradation of DOM into hydrophilic low molecular 
weight chemicals, a process that has been reported in sunlit surface waters [75,76]. A similar effect on CCN was also observed upon 
UV-B irradiation of SOA formed from the oxidation of α-pinene and naphthalene [74], which are biogenic and anthropogenic SOA 
precursors, respectively. Considering that CCN are central to the lifecycle of clouds, this represents a newly recognised and potentially 
important dependence of the hydrological cycle (and climate in general) on UV radiation.

In most cases, the spectral dependence of these heterogeneous photo-processes is still unknown, so that it is not yet possible to assess 
reliably how much they would be influenced by changes in UV-B radiation resulting from changes in stratospheric ozone. As more 
spectral data become available, our understanding of the multiple ways in which UV radiation influences aerosol properties and lifetimes 
will increase and illuminate what role this plays in the natural and perturbed atmosphere. 

In summary, changes in UV radiation affect the formation, transformation, and destruction of PM. Quantification of these effects of UV 
radiation is still somewhat problematic because it involves complex chemical feedbacks that depend on specific physical and chemical 
variables, such as temperature, humidity, and the amounts of VOCs and NOx present. However, despite this uncertainty, even small 
changes in UV radiation should be of concern, because of the large number of people currently exposed to poor air quality and its 
significance to human health.
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2.4  Health impacts of photochemical smog
Air pollution is a major public health concern. Estimates of the impacts vary but are consistently large. Thus, the World Health 
Organization (WHO) estimates that 4.2 million deaths every year occur because of exposure to ambient (outdoor) air pollution which 
includes particulates and gases, such as O3, NOx, etc. [77]. These values are somewhat higher than the values reviewed in our previous 
assessment, which ranged from 1.75 to 4.3 million, depending on year and source of estimates [6]. Regular reports on concentrations 
of tropospheric O3 and its effects on humans and the environment are published in Tropospheric Ozone Assessment Reports, e.g., 
[78]. Our previous Quadrennial Assessment [6] provided an overview of the effects of air pollution on human health with much of the 
information focusing on respiratory and cardiovascular morbidity and mortality, although reproductive and neurological effects were 
also briefly addressed. Information on these and other effects from exposure to air pollution continues to accumulate. 

An umbrella review (a review of systematic reviews and meta-analyses) [79] evaluated 548 meta-analyses derived from 75 systematic 
reviews on non-region-specific associations between outdoor air pollution and human health. Of these meta-analyses, 57% (313) 
were not statistically significant. Of the 235 nominally significant meta-analyses, all but 5 indicated an adverse effect on human health. 
Analyses were graded as strong (13), highly suggestive (23), suggestive (67) or weak (132). Strong evidence for an association between 
outdoor air pollution exposure and cardiorespiratory diseases was found for:

• an increased risk of stroke-related mortality per 10 µg m-³ increase of PM10 and PM2.5 (short-term exposure; relative risk (RR):   
1.005 95% CI: 1.003 to 1.007 and RR: 1.014, 95% CI: 1.009 to 1.020, respectively);

• hypertension per 10 µg m-³ increase of PM2.5 (short-term exposure; odds ratio (OR) 1.097, 95% CI: 1.060 to 1.136); 

• asthma-related admissions per 10 µg m-³ increase of PM2.5 and NO2 levels (short-term exposure; OR: 1.022, 95% CI: 1.014 to 1.031 
and OR: 1.019, 95% CI: 1.1013 to 1.024, respectively);

• chronic obstructive pulmonary disease (COPD) and asthma-related admissions of the elderly per 10 µg m-³ increase of NO2 (24 h 
average; RR: 1.386%, 95% CI: 1.110% to 1.661%);

• mortality due to pneumonia per 10 µg m-³ increase NO2 levels (long-term exposure; Hazard Ratio (HR): 1.077, 95% CI: 1.060 to 
1.094). 

2.4.1 Health impacts at low concentrations of air pollution
New studies, assessed here, indicate that even relatively low levels of pollution may be detrimental [80-82]. Many countries have acted 
by regulating concentrations of key pollutants and there has been a remarkable decrease in air pollution levels in almost all countries 
with developed economies leading to levels below the air pollution standards. With the decrease in concentrations of key pollutants, 
studies now show the detrimental effects on health at relatively low levels of air pollution. Many show effects at concentrations lower 
than the current annual average standard. In response to this, the World Health Organization (WHO) updated its 2005 Global Air 
Quality Guidelines (AQG) in September 2021 [83,84]. These new air quality guidelines [83] set ambitious goals, which will be difficult 
to achieve in most countries. They reflect the large impact that air pollution has on health globally. The new guidelines are aiming for 
annual mean concentrations of PM2.5 not exceeding 5 µg m-3 and NO2 not exceeding 10 µg m-3, and the peak season mean 8-hour 
O3 concentration not exceeding 60 µg m-3 [83]. For comparison, the corresponding 2005 WHO guideline values for PM2.5 and NO2 
were 10 µg m-3 and 40 µg m-3 with no recommendation issued for long-term concentrations of O3 [85]. Table 1 presents the new WHO 
guidelines in comparison to standards from the European Union, the EPA (USA) and China. Note that UV radiation is involved in the 
formation of many of these pollutants, including O3, NO2, and a large fraction of PM10 and PM2.5, including sulfate, nitrate, and secondary 
organic aerosols. Furthermore, UV radiation may make PM10 and PM2.5 more toxic by generating ROS (Sect. 2.3). 

Table 1 Summary of air quality guidelines in several jurisdictions. EU, European Union; EPA, Environmental Protection Agency, USA.

Air pollutant Time frame, 
h

WHO  
new

WHO  
old

EU EPA 
USA

China– 
Grade 1*

China– 
Grade 2**

PM2.5  
µg m-3

24-h 15 25 35 35 75

annual 5 10 25 12 15 35

PM10  
µg m-3

24-h 45 50 50 150 50 150

annual 15 20 40 40 70

NO2  

µg m-3

24-h 25 80 80

annual 10 40 40 100 40 40

1-h 200 200 190 200 200
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Air pollutant Time frame, 
h

WHO  
new

WHO  
old

EU EPA 
USA

China– 
Grade 1*

China– 
Grade 2**

SO2  
µg m-3

24-h 40 20 125 50 150

annual 20 60

1-h 350 200 150 500

CO  
mg m-3

24-h 4 4 4

1 h 40 10 10

daily, 8-h max 10 10 10 10

O3 

µg m-3

1 h 160 200

daily, 8-h max 100 100 120 140 100 160

PM2.5, particles with a diameter of 2.5 µm or less (≤PM2.5); PM10, particles diameter of 10 µm or less (≤PM10); NO2, nitrogen 
dioxide; SO2, sulfur dioxide; CO, carbon monoxide; O3, ozone. 
*China Grade 1 Road: National Highways; **China Grade 2 Roads: Provincial Highway

Evidence continues to accumulate demonstrating that exposure to air pollution can have serious effects on nearly all organ systems 
of the human body. As outlined in our earlier assessment, the health effects of air pollution include cardiovascular and respiratory 
disease, cancer, effects on the brain and the reproductive system including adverse birth outcomes [6]. Much of the more recent 
support documenting the effects of low-level exposure has come from the study of large cohorts in Canada [80], Europe [81] and the 
United States [82], where regulatory efforts have reduced the average level of exposure. These studies have consistently shown that the 
adverse effects of air pollution are not limited to high exposures; harmful health effects can be observed at very low concentrations (see 
below), with no observable thresholds below which exposure can be considered safe. 

Research conducted as part of the ‘Effects of Low-Level Air Pollution: A Study in Europe’ (ELAPSE) [81,86-92] examined the mortality 
and morbidity effects of exposure to low concentrations of four air pollutants: PM2.5, NO2, black carbon (BC), and tropospheric warm 
season O3, with some of the research also investigating the importance of elemental components of PM2.5 [88,92-94]. The ELAPSE 
study consisted of two sets of cohorts: The first was a pooled cohort of up to 15 conventional research cohorts, most of which were in 
a region with at least one large city with an associated smaller town. This resulted in a rich amount of individual data for up to 325,000 
participants. The second set of cohorts comprised seven large administrative cohorts, which were formed by linking census data, 
population registries, and death registries. These were analysed individually, and, in some cases, meta-analyses were conducted 
to produce overall results. The key strength of the administrative cohorts was their large sample size (about 28 million) and national 
representativeness.

The effect of low-level air pollution exposure in 22 cohorts (a combination of research and administrative cohorts) across Europe was 
associated with several health outcomes and mortality [81]. Almost all participants had annual average exposures below the European 
Union guidance values (Table 1) for PM2.5 and NO2, and about 14% had mean annual exposures below the United States National 
Ambient Air Quality Standards for PM2.5 (12 µg m-3). In the pooled analysis of the research cohorts, participants had been exposed to 15 
µg m-3 PM2.5, 1.5 × 10-5 m-1 black carbon (BC), 25 µg m-3 NO2, and 67 µg m-3 O3 on average. Among the cohorts, mean concentrations 
of PM2.5 ranged from 12 to 19 µg m-3, except for the Norwegian cohort (8 µg m-3). The study followed 325,367 adults and found 
significant positive associations between even low exposure to PM2.5, BC, and NO2 and mortality from natural-causes as well as cause-
specific mortality such as cardiovascular and ischemic heart disease, cerebrovascular disease, respiratory disease, COPD, diabetes, 
cardiometabolic disease, and lung cancer mortality [91]. An increase of 5 µg m-3 in PM2.5 was associated with 13% (95% CI: 10.6% to 
15.5%) increase in natural deaths. For participants with exposures below the United States standard of 12 µg m-3, an increase of 5 µg 
m-3 PM2.5 was associated with nearly a 30% [29.6% (95% CI: 14% to 47.4%)] increase in natural deaths. For NO2, hazard ratios remained 
elevated and significant when analyses were restricted to observations below 20 µg m-3.

Liu and colleagues [95] analysed the association between the incidence of asthma and low concentrations of air pollution using three 
large cohorts from Scandinavia (n = 98,326). They found a hazard ratio of 1.22 (95% CI: 1.04–1.43) per 5 µg m-3 increase in PM2.5, 1.17 
(95% CI: 1.10–1.25) per 10 µg m-3 for NO2 and 1.15 (95% CI: 1.08–1.23) per 0.5×10-5 m-1 for BC. Hazard ratios were larger in cohort 
subsets with exposure levels below the annual average limits for the European Union and United States (Table 1) and proposed World 
Health Organization guidelines for PM2.5 and NO2 (Table 1) compared to the hazard ratios in cohorts exposed to levels above the annual 
limits. 

A meta-analysis [96] of 107 studies on the effect of long-term exposure to air pollution on mortality showed that there was strong 
evidence that exposure to PM2.5 and PM10 is associated with increased mortality from all causes, cardiovascular disease, respiratory 
disease, and lung cancer. The combined Hazard Ratios (HRs) for natural-cause mortality were 1.08 (95% CI: 1.06, 1.09) per 10 µg m-3 
increase in PM2.5, and 1.04 (95% CI: 1.03, 1.06) per 10 µg m-3 increase in PM10. This study also indicated that associations with PM2.5 
remained relevant below the current WHO standards of 10 µg PM2.5 m-3.
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2.4.2 Health impacts due to components of particulate matter
Studies are only beginning to link health effects to specific chemicals identified in aerosols. Current guidelines and standards for PM 
are based on the mass of PM2.5, without consideration of chemical composition of the particles. Although it stands to reason that the 
chemical composition would be an important determinant of health impacts, relatively few studies have examined this specific issue. In 
the context of the Montreal Protocol, UV-dependent secondary PM (sulfate, nitrate, and secondary organics) is chemically distinct from 
primary, UV-independent, PM. Thus, the relative health impacts of secondary vs primary PM are central to this assessment.

Several groups have examined exposure to elemental constituents of aerosols, e.g., Cu, Fe, K, Ni, S, Si, V and Zn in PM2.5 [92,93,97]. 
While most show increases in HRs with increasing atomic abundances, they cannot identify the contribution of secondary particulates, 
such as secondary organics, sulfates, and nitrates, that depend on UV radiation.

The composition of PM across the United States was modeled recently by Pye et al. [46], using the Community Multiscale Air Quality 
(CMAQ) model with improved representation of aerosol composition, and was analysed for associations with mortality data (for 2016) 
for cardiovascular and respiratory disease. The median county-level cardiovascular and respiratory disease age-adjusted death rate 
was 320 per 100,000 population across 2708 counties, while the average concentration of PM2.5 was 6.5 µg m-3, with organic aerosols 
(OA) being the most abundant component at 2.9 µg m-³. They estimated that, across the United States, for every 1 µg m-3 increase in 
PM2.5, 'there is an increase of 1.4 (95% CI:0.5-2.3) cardiovascular and respiratory deaths per 100,000 people. The sensitivity appears 
much greater for OA, with increases of 1 µg m-3 leading to an increase of 8.1 (95% CI:5.4-11) cardiovascular and respiratory deaths per 
100,000 people. Subdivision of OA into primary and secondary types showed greater sensitivity for the latter, especially for PM formed 
by the OH-initiated oxidation of natural VOCs, such as isoprene and terpenes, commonly emitted by vegetation. The importance of 
secondary organic PM is consistent with a likely role of ROS in tissue damage (Sect. 2.3).

In conclusion, early indications are that secondary aerosols, including SOA, may be particularly damaging. This is of direct relevance to 
the Montreal Protocol, since secondary aerosols are generated by UV-driven photochemistry. In many locations (e.g., the contiguous 
United States, see Fig. 4), secondary aerosols may be the largest and the most detrimental fraction of PM2.5.

2.4.3 Interactions of air pollution and temperature on health
Episodes of air pollution frequently occur in combination with extremes in temperature with synergistic effects on health depending 
on the pollutant(s) involved, the degree and direction of temperature change, and the characteristics of the geographic area and the 
populations affected. Reviews and meta-analyses of the adverse health effects from extremes of temperature (both highs and lows) have 
proliferated in recent years indicating just how much research in this area is being done due to concerns about climate change [98-106]. 

A study from nine European cities by Analitis et al. [107] reported that the daily number of deaths increases by 2.20% (95% CI: 1.28–
3.13) on days with high O3 per 1 °C increase in temperature. The interaction of temperature with PM10 was significant for cardiovascular 
causes of death for all ages (2.24% on days with low PM10 (95% CI: 1.01–3.47), while it was 2.63% (95% CI: 1.57–3.71) on days with high 
PM10. 

In a recent meta-analysis, Areal et al. [108] showed that effects of air pollutants were modified by high temperatures, leading to higher 
mortality from respiratory diseases and an increase in hospital admissions. The effect of PM10 during higher temperatures increased 
the risk of mortality by 2.1%, and for hospital admissions the effects increased by 11%. The effects of ground-level O3 during high 
temperatures were similar [108].

2.4.4 Health impacts of air pollution in vulnerable populations
Air pollution affects people from the beginning to the end of life, causing a wide range of acute and chronic diseases. Sensitive 
populations include, among others, children, the elderly, and people with existing chronic diseases. Accordingly, people with 
cardiovascular diseases are more likely to suffer a heart attack, stroke, or death when exposed to air pollution [109].

Ambient air pollution not only contributes to adverse health outcomes in individuals after birth, but it may also have immediate adverse 
impacts on reproductive processes. Animal and epidemiological evidence demonstrates that air pollution may influence fertility. A large 
Danish study investigated 10,183 participants between 2007 and 2018 [110] who were trying to conceive. The study showed that higher 
concentrations of PM10 and PM2.5 were associated with small reductions in fecundability, for example, the reductions in fecundability 
ratios from a one interquartile range (IQR) increase in PM2.5 (IQR = 3.2 µg m-3) and PM10 (IQR = 5.3 µg m-3) during each menstrual cycle 
were 0.93 (95% CI: 0.87–0.99) and 0.91 (95% CI: 0.84–0.99). 

In another study on exposure to air pollution and the risk of pre-term birth, the authors investigated 2.7 million births across the state 
of California from 2011-2017 [111]. This study found an increased risk of pre-term birth with higher concentrations of PM2.5 [adjusted 
relative risks (aRR) (per interquartile increase)] 1.04, (95% CI: 1.04–1.05) and particulate matter from diesel exhaust, aRR = 1.02 (95% 
CI: 1.01–1.03). Similar results were observed in another study from California, where the authors investigated 196,970 singleton 
pregnancies between 2007-2015. These authors found that, during cold seasons, increased exposure to PM2.5 during the three days 
prior to the premature birth was associated with 5-6% increased odds of very-early pre-term birth (ORlag3 1.06, 95% CI: 1.02–1.11). These 
studies confirm results from human and other animal studies that air pollutants can enter a pregnant female’s circulatory system and exert 
many deleterious health effects in multiple body organs including the placenta and the developing foetus [111]. 

In the umbrella review discussed above, Markozannes et al. [79] also found strong associations for a number of pregnancy/birth related 
outcomes. These included a:
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• 10 µg m-³ increase in PM2.5 for various durations of exposure was associated with an increased risk of having an infant born small for 
gestational age, a) long-term exposure entire pregnancy OR: 1.151, 95% CI: 1.104–1.200; b) long-term exposure first trimester: OR: 
1.074, 95% CI: 1.046–1.103; c) long-term exposure last trimester: OR: 1.062, 95% CI: 1.042–1.083.

• 13 µg m-³ increase in SO2, (24 h average) was associated with an increased risk of low birthweight OR: 1.035, 95% CI: 1.031–1.049 as 
was 

• 10 µg m-³ increase in PM10 (long-term exposure; mean difference 7.42 g, 95% CI: 8.10–6.75.

• 10-µg m-³ increase in PM2.5 for the third trimester was associated with an increased risk for hypertension during pregnancy OR: 2.177 
95% Cl: 1.710–2.773.

There is also growing evidence that exposure to air pollutants maybe detrimental to the central nervous system and contribute to deficits 
in cognitive development, neurodegenerative diseases and dementia [112,113]. A recent review [113] found that, despite a substantial 
increase in publications, there is only suggestive evidence that air pollution may influence late-life cognitive health as there is still 
substantial heterogeneity of findings across the studies. The strongest effect found was with respect to PM2.5 and cognitive decline. The 
review included two different outcomes, namely, incidence of dementia and abnormal neuroimaging. Since then, a large Canadian 
study investigated the effect of exposure to air pollution and incidence of dementia in ~2.1 million individuals [114]. The study identified 
257,816 incident cases of dementia and found a positive association between an interquartile range (IQR) increase in PM2.5 of 4.8 µg 
m-3 and incidence of dementia, with a hazard ratio (HR) of 1.04 (95% CI: 1.03–1.05) and an IQR increase of 26.7 µg m-3 in NO2 HR = 1.10 
(95% CI: 1.08–1.12) over a 5-year period, respectively. A similar large study using data from Medicare from the United States examined 
~2.0 million incidences of dementia cases [115]. Per IQR increase in the 5-year average PM2.5 (3.2 µg m-3) and NO2 (22 µg m-3), they 
found an association with the development of dementia HR= 1.060 (95% CI: 1.054–1.066) and with exposure to NO2 HR=1.019 (95% 
CI: 1.012–1.026), respectively. The authors also observed significant associations between exposure to PM2.5 and the development of 
Alzheimer’s disease HR=1.078 (95% CI: 1.070–1.086) and NO2 exposure HR = 1.031 (95% CI: 1.023–1.039). The results of these new 
studies lend support to the theory that there is an association between air pollution and dementia and Alzheimer’s disease.

2.5 Effects of tropospheric ozone and particulates on plants
Photochemical air pollution can damage plants, with potentially adverse effects on agriculture and other natural resources. Ground-level 
ozone is a particular concern, since numerous studies have demonstrated significant damage [78,116]. Other air pollutants co-produced 
with O3, e.g., peroxyacetyl nitrate (CH3C(O)O2NO2) are also phytotoxic, although their specific effects are difficult to separate from 
those of O3 [117]. The understanding of mechanisms and mitigation of these effects has improved, and some effects of particulates on 
plants are assessed below.

2.5.1 Effects of tropospheric ozone on health and yields of plants
In the previous Quadrennial Assessment [6], we evaluated the adverse effects of O3 on crop and other plants. We noted that 
tropospheric O3 could contribute to significant losses in quality and yield of crops, e.g., 10–36% for wheat and 7–24% for rice. The 
adverse effects of O3 on plants continue to be documented in the literature. A metanalysis of 48 studies on the exposure of soybeans 
to tropospheric O3 conducted between 1980 and 2019 showed increases in degradation of chlorophyll and foliar injury. Leaf-area was 
reduced by 21%, biomass of leaves by 14%, shoots by 23%, and roots by 17% [118]. Chronic exposure to O3 of about 150 µg m-3 caused 
a decrease in yield of seed by 28%. In a study in Argentina [119], exposures of soybeans (a sensitive crop) to O3 at a concentration of 274 
µg m-3 for 7 days resulted in a reduction in below-ground biomass of 25%, a 30% reduction of nodule biomass, and a 21% reduction 
of biological nitrogen fixation. Effects were more severe in tests with soils of low fertility where production of seed and seed protein 
was reduced by 10% and 12%, respectively. These effects in soybean exposed to O3 at 160 µg m-3 for 7 days were linked to decreases 
in metabolism of carbon and capacity for detoxification in the roots of soybean [120]. A study on the historical losses to air pollutants 
in maize and soybean grown in the United States showed that improvements in the control of O3, SO2, PM, and NO2 have improved 
yields by an average of 20% [121]. Of these pollutants, PM and NO2 appeared to cause more damage than O3 and SO2. Overall, the 
improvement in yields was equivalent to ca US$ 5 billion.

Observations between 2015 and 2018 in the province of Henan in China [122] showed that annual losses in yield of wheat exposed to 
O3 at concentrations above 80 µg m-3 were 12.8, 8.9, 10.8, and 14.1%. These were equivalent to annual losses of US$ 2.14, 1.32, 1.68, 
and 2.16 billion, respectively. A model was developed to extrapolate these losses to other crops in China [123]. Based on a four-year 
average of tropospheric concentration of O3, estimated losses in wheat were 50 million tonnes per year, mostly in winter wheat (48 
million tonnes); 21 million tonnes in rice; 18 million tonnes in maize and 1.6 million tonnes in soybeans [123]. A separate modelling 
study estimated that current concentrations of O3 reduced yield by 6.9% for rice and 10.4% for wheat [124]. Clearly, tropospheric 
O3 has significant adverse effects on food security in some countries and this might be exacerbated in the event of super-recovery of 
stratospheric ozone.

A modeling study on the effects of measured concentrations of O3 on grapes in the Demarcated Region of Douro in Portugal indicated 
that, in two years of high levels of O3, productivity of grapes was reduced by 27% and sugar content by 32% [125]. Similar effects were 
echoed in other grape-growing regions across the globe [126].



Chapter 6

271

Crops are not the only class of plants to suffer reductions in yields from exposure to air pollutants. Forests are important sources of 
wood and fibre and can be affected by tropospheric air pollutants such as O3. In an analysis of the impacts of O3 on production of 
forests in Italy, Sacchelli et al. [127] calculated that the average cost of potential O3 damage to forests in Italy in 2005 ranged from 31.6 
to 57.1 million € (i.e., 10–17 € ha-1 year-1). This damage resulted in a 1.1% reduction in the profitable forest areas. Estimated decreases 
in the annual national production of firewood, timber for poles, roundwood and wood for pulp and paper were 7.5, 7.4, 5.0, and 
4.8%, respectively. A study on the effects of O3 on trees in Mediterranean forests in Istria and Dalmatia showed that current levels 
cause inhibition of growth for two species of oak (Quercus pubescens and Q. ilex) as well as pine (Pinus nigra) [128]. A climatological 
modelling study in European forests has shown that climate change has lengthened the growing season by ca 7 days decade-1 [129]. 
Because of this, the total phytotoxic dose of O3 taken up by trees over the season has increased and outweighs the benefits of a 
decrease in concentration of tropospheric O3 (1.6%) that resulted from measures to control pollution between 2000–2014.

Because of their sensitivity, the potential effects of O3 in the environment have been more extensively studied in plants than in animals. 
However, a recent study has focused on the effects of O3 in amphibians [130]. The authors exposed tadpoles of the midwife toad (Alytes 
obstetricans) to airborne O3 at concentration up to 180–220 µg g m-3 for 8 h per day from an early stage of development (limbs not yet 
formed) to metamorphosis. This is equivalent to the maximum concentrations observed in the Sierra de Guadarrama Mountains over a 
period of 10 years. The measured responses were successful development and infection of the developing tadpoles with the aquatic 
fungus Batrachochytrium dendrobatidis, which causes the disease known as chytridiomycosis. Airborne concentrations of O3 were 
measured in the exposure chambers but not in the water containing the tadpoles, so that actual dose could not be calculated. Results 
suggested that, at the greatest airborne exposure, development of the tadpole was delayed and that susceptibility to B. dendrobatidis 
was increased. This study is preliminary and further work is needed to elucidate potential effects.

In summary, future changes in UV-B radiation will influence ground-level O3 and other pollutants. The recovery of stratospheric O3 to 
1980 levels is expected to contribute 1–2 µg m-3 to ground-level O3 outside major urban areas [14,15,36], but super-recovery under 
some future climate scenarios could lead to larger increases (Sect. 2.2, and Box 1). This could be offset by further reductions in NO and 
VOC emissions, so the actual O3 concentrations will depend on local and regional air quality control measures, as well as the impacts of 
climate change and the Montreal Protocol on stratospheric O3.  These impacts could affect both food security and forests.

2.5.2 Toxicological mechanisms
Effects of ozone on plants are mediated by the formation of free radicals in the tissues of the plants. Ozone enters the leaf of the plant 
through the stomata and forms ROS, which include O2

•-, H2O2, OH, 1O2, as well as reactive carbonyl species such as malondialdehyde 
and methylglyoxal [131]. These reaction products damage components of the cells but also stimulate signaling systems, such as the 
release of isoprene [132] to activate defense mechanisms. These defences include physical actions, such as closure of the stomata, 
biochemical responses such as the release of superoxide dismutase, catalase, and peroxidases to destroy the ROS, and release of 
chemical buffers, such as ascorbic acid, glutathione, phenolic chemicals, flavonoids, proline [133], and other amino acids, carotenoids, 
tocopherols, polyamines, and sugars [131].

Some adverse effects of tropospheric air pollutants on plants are indirect. For example, air-pollutants can affect visual and chemical 
signals that mediate interaction between plants, and organisms that depend on plants or that are needed for the sustainability of plant 
communities [134] (see Fig. 5). For example, tropospheric O3 can destroy or change biogenic volatile chemicals and thus interfere with 
attraction of pollinators or pests to plants [135]. O3 could also interfere with sensory organs and the ability of pollinators to sense sources 
of nectar or the ability of biological-control organisms to sense their target hosts [134]. Also, physiological responses to damage from 
O3 might alter the ratios of pigments in plants, the phenology (seasonal development) of flowers and whole plants [136], or the time 
of flowering, thus affecting host recognition and pollinators. Pollutants may also affect reproduction in plants by directly damaging 
air-borne pollen through stimulating repair mechanisms and redirecting resources to cell repair rather than reproduction [137,138]. In 
addition, the allergenicity of pollen can be enhanced with implications for human health [137].
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Fig. 5 Sites at which air pollution can affect interactions mediated by olfactory or visual cues between plants and their associated 
community. a) Effects of pollutants on signal-emitting organisms. b) The degradation of VOCs by air pollutants and formation of 
reaction products and secondary organic aerosol (SOA). c) Effects on the signal receiving organisms, e.g., pollinating insects. 
In addition, exposure to air pollution can influence the interactions between herbivores and plants. d) From [134], reproduced 
with permission. 

2.5.3 Effects of particulates on plants
The effects of PM on plants were previously assessed to be few and minor [5,6], but new studies suggest they may be important 
particularly in polluted areas. In a study of water-extractable chemicals collected from PM2.5 samplers on roadsides in Hungary, 13 
common roadside plants were tested for sensitivity using the OECD-227 guideline test [139]. Endpoints measured in the study 
were shoot weight, shoot height, visible symptoms of damage on the plants, growth rate, photosynthetic pigments, and activity 
of peroxidase enzyme. The authors concluded that particulate pollution derived from traffic added substantial additional stress to 
communities of plants found on roadsides. The study was conducted during mid-winter and near sources, implying that most of the PM 
was primary rather than secondary, and hence insensitive to any changes in UV radiation. It is unclear if similar plant damage would have 
been caused by UV-dependent secondary aerosols.

In another study, the combined effects of ambient atmospheric O3 and particulate matter on wheat were assessed [140]. The cumulative 
concentration of ambient O3 above the threshold of 80 µg m-3 h-1 during the 4-month study was 453 µg m-3 h-1. Concentrations of 
ambient PM2.5 and PM10 ranged between 45–412 µg m-3 and 103–580 µg m-3, respectively. Controls were cleaned of particulates and 
were protected from O3 by treatment with ethylene diurea, a mitigator of ozone-stress. Economic yield was reduced 34% in wheat 
exposed to O3 and PM, 44% in wheat exposed to PM only and 52% in plants exposed to O3 alone. Similar observations were reported 
in a modeling analysis of the effects of O3 and PM on the yields of wheat and rice in China [124]. Based on current levels of O3 and 
aerosols, their results indicated that anthropogenic aerosols reduced yield of rice and wheat by 4.6 and 4.7%, respectively. The authors 
suggested that this was because of the effect of dimming of photosynthetically active radiation by aerosols but that there were some 
benefits from cooling and nutrients provided via the aerosols. The losses due to both O3 and aerosols were estimated to be 11.3 for rice 
and 14.6% for wheat. The relative contributions of primary and secondary PM were not reported, so that the sensitivity to changes in UV 
radiation remains unclear.

Overall, these results indicate that aerosols and tropospheric O3 alone, or in combination, have adverse effects on plants and yields of 
crops. The loss from O3 is greater than that from aerosols but they do act additively. With few studies on this interaction, the potential for 
additive and/or synergistic effects of O3 and particulates, the significance to crop plants and human activities is uncertain. However, it is 
likely that these effects will be localised and could be mitigated by increased controls of tropospheric air pollutants. 
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2.6 Self-cleaning capacity of the atmosphere
The hydroxyl radical (OH) is the major oxidant in the troposphere and its concentration largely determines the lifetime of many 
tropospheric pollutants. It is produced via UV-B photolysis of O3 (see Fig. 1). Hence, increases in the tropospheric concentration of 
OH are, in part, a consequence of increasing emissions of ODSs. The tropospheric concentration of OH is a balance between OH 
production and consumption, where both rates are also affected by climate change. 

Global mean concentrations of tropospheric OH have been calculated to have changed little from 1850 to around 1980 [141,142]. 
However, in the period 1980-2010 the modeled global tropospheric concentration of OH has increased, mainly because of increasing 
concentrations of precursors of tropospheric O3, and UV radiation [141]. According to the combined output of three computer models 
(Fig. 6), there was a net increase in OH of about 8% (mean value of the models). The main precursor of tropospheric O3 is NOx, the 
tropospheric concentration of which has increased over 1980-2010 (Fig. 6). Global emissions of NOx peaked around 2012, followed by 
reductions [143]. In addition to NOx, also ODSs and factors underlying climate change such as rising water vapour have contributed to 
the net increase in modeled OH from 1980-2010. Increasing atmospheric CH4 was the main factor counteracting the trend of rising OH 
(by about -8%, see Fig. 6) in this period.

Fig. 6 Relative change in global 
concentrations of tropospheric OH 
from 1980 to 2020, estimated with 
three different Earth System Models 
(ESMs). The net change in OH 
(rightmost column) has contributions 
from increased emissions of nitrogen 
oxides and other precursors of 
tropospheric ozone (ΔNOx); increased 
emissions of methane (ΔCH4); 
accumulation of ozone-depleting 
substances now regulated under the 
Montreal Protocol (ΔODSs); emissions 
of particulate matter and its precursors 
(ΔPM); and other undifferentiated 
changes attributed to underlying 
climate change (e.g., water vapour), 
as well as interactions among these 
separate factors (ΔOther) (modified 
from [141]).

Studies that infer concentrations of OH by the rate of removal of chemicals from the atmosphere have generally indicated a decreasing 
trend in OH after 2000 [144]. However, the interannual variability in OH from these studies was large, i.e., the difference between 
modeled and measured OH trends were not statistically significant [141]. For such studies, methyl chloroform (CH3CCl3) is often used 
[145] to infer concentrations of OH. The drawback of this method is that the emissions (almost entirely anthropogenic) of CH3CCl3 have 
declined substantially in the last 30 years [145], thus affecting the accuracy and precision of derived amounts of global OH. 

Future trends in tropospheric concentrations of OH not only depend on solar UV-B radiation and on the concentration of precursors of 
OH but also on OH sinks, particularly CO and CH4. As discussed above, the increasing global concentration of CH4 was the main factor 
counteracting positive modeled OH trends in the period 1980-2010 (Fig. 6). Total global emissions of CH4 are currently ~525 Tg yr-1 
[146]. If emissions of CH4 from anthropogenic and natural sources continue to rise as they have since 2007, this could decrease global 
mean OH by up to 10% by 2050 [147], increasing the atmospheric lifetime and concentrations of CH4 in a positive feedback. Also, 
emissions of CO, the major sink of OH, may increase as a result of more frequent and longer lasting wildfires related to climate change. A 
change in the average concentration of OH in the troposphere would have large impacts on the cleaning capacity of the troposphere. 

Finally, we note the importance of reactions between tropospheric OH and gases that affect stratospheric ozone (Fig. 7). These 
include anthropogenic halogenated organics (the HCFCs and HFCs, specifically selected for their reactivity with OH so that they are 
removed in the troposphere), as well as gases such as CH4 and VSLSs. Hydroxyl radicals control the tropospheric lifetimes of these 
gases, and hence their ability to reach the stratosphere. VSLSs are important pollutants since they can reach the lower stratosphere, 
despite their tropospheric lifetime of less than 6 months, and contribute to depletion of stratospheric O3 [148,149]. These chemicals 
are not controlled by the Montreal Protocol and include chlorinated, brominated, and iodinated VSLSs (Cl-VSLSs, Br-VSLSs, and 
I-VSLSs, respectively). Cl-VSLSs are mostly of anthropogenic origin, while I-VSLSs and Br-VSLSs, particularly bromoform (CHBr3) and 
dibromomethane (CH2Br2) are mainly produced in biotic processes and are affected by climate change, including increased coastal 
runoff and thawing of permafrost [148]. The contribution of BrVSLSs to the total stratospheric bromine loading was estimated to be ≈ 
25% (in 2016) [150]. 
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The mixing ratio of Br-VSLS at the tropopause has been measured to increase with latitude in the Northern Hemisphere, particularly 
during polar winter [149] when photochemically driven losses are smallest. This results (via troposphere-to-stratosphere transport) in 
higher concentrations of Br-VLSLs in the extratropical lower stratosphere, as compared to those in the tropical lower stratosphere [149].

The major sink of halogenated VSLSs is reaction with OH. Hence the tropospheric lifetime of VSLSs mainly depends on the tropospheric 
concentration of OH. For example, Rex et al. [151] found a lifetime of dibromomethane (CH2Br2) as long as 188 days inside an OH 
minimum zone over the West Pacific, while outside the OH minimum zone, the lifetime of CH2Br2 was 55 days. In addition to CHBr3 and 
CH2Br2, methyl bromide (CH3Br) is an ODS. Due to the Montreal Protocol and its Amendments, atmospheric mole fractions of CH3Br 
have declined considerably and, at present, emissions of CH3Br primarily stem from natural sources [152], with some anthropogenic 
sources related to commercial quarantine and pre-shipment applications. The production of CH3Br in seawater is a biological process 
mediated by phytoplankton such as diatoms [153]. The interannual variability of atmospheric CH3Br concentrations cannot be solely 
explained by changes in the biological production of CH3Br due to changes in sea-surface temperatures (SSTs) and stratification [152]. 
Also, sinks of CH3Br have to be considered, where the major atmospheric sink of CH3Br is reaction with OH. Nicewonger et al. [152] 
found a strong correlation between the interannual variability of CH3Br and the Oceanic Niño Index (ONI) from 1995 to 2020. About 
36% of the variability in global atmospheric CH3Br was explained by the variability in El Niño Southern Ocean (ENSO) during this 
period, with increases in CH3Br during El Niño and decreases during La Niña [152]. One reason for increases in atmospheric CH3Br 
concentrations during El Niño years (positive ONI) could be a global reduction in OH during El Niño years. Based on modeling studies 
for the period 1980 to 2010, Zhao et al. [142] found decreases in global concentrations of OH during El Niño years that were mainly 
driven by an elevated loss of OH via reaction with CO from enhanced burning of biomass (Fig. 7). The longer the tropospheric lifetime 
of halogenated VSLSs, the higher is the probability that they reach the stratosphere and contribute to depletion of stratospheric O3 with 
impacts on ground-level UV-B radiation. Since UV-B radiation, together with tropospheric O3 and water vapour enhance the formation 
of OH, increased levels of UV-B radiation could counterbalance decreasing concentrations of OH due to wildfires and thawing of 
permafrost soils (Fig. 7).

2.7 Changes in atmospheric circulation and transport of pollutants

2.7.1 Ozone from the stratosphere

Ozone as an air quality issue has normally been considered as a local or regional issue. However, O3 from the stratosphere is also 
transported to the troposphere where it contributes an important but variable fraction of O3 at ground level and represents a baseline 
upon which locally or regionally generated O3 is added. This is known as stratospheric-tropospheric exchange (STE). The magnitude 
of the contribution of stratospheric O3 to tropospheric O3 is difficult to quantify but important. A comparison of measurements and 3 
different models estimated the influence of stratospheric O3 on tropospheric O3, highlighting the challenges of obtaining consistent 
results [154]. The study estimated the fraction of O3 near the Earth’s surface that can be attributed to O3 transported down from the 
stratosphere. This was found to vary between 10% year-round in the tropics increasing to greater than 50% at mid to high latitudes in 
winter.

Fig. 7 Interacting effects of UV-B 
radiation and climate change on 
tropospheric concentrations of OH 
and on the lifetime of very-short-
lived substances (VSLSs). Effects 
of climate change include more 
frequent wildfires and thawing of 
permafrost soils with the formation 
of thermokarst lakes, which are 
important sources of CO and CH4, 
respectively. Increased emissions of 
CO and CH4 tend to decrease the 
tropospheric OH concentration, 
which in turn results in longer lifetime 
of VSLSs and thus a higher probability 
of stratospheric ozone depletion.
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Estimates of STE are poorly characterised by observations and atmospheric models. An assessment of amounts of O3 in the troposphere 
shows that model estimates of STE were around 1000 Tg yr-1 O3 for results reported in 1995 but by 2015 models provided estimates 
approaching 400 Tg yr-1, with a multi-model estimate of 535 ± 160 Tg yr-1 for the year 2000 [155]. The IPCC AR6 assessment reports a 
value of 628 ± 800 Tg yr-1 for 2010, with the large uncertainty highlighting how poorly this value is known [11]. Other recent estimates 
include 347 ± 12 Tg yr-1 (2007–2010) [156] and 400 ± 60 Tg yr-1 (1990–2017) [157].

Typically, the magnitude of the STE is inferred as the difference between the calculated production and loss of O3 (termed the residual) 
rather than modelling STE transport itself [158]. These production and loss terms are an order of magnitude larger (around 5000 Tg yr-1) 
than the estimated transport [e.g., 159], so that their difference is highly uncertain. A second confounding factor is that models have 
used different definitions of the upper boundary (tropopause) of the troposphere.

The modelling of the impact of STE on tropospheric O3 for the period 1850 – 2100 shows a significant decrease in O3 from the 
stratosphere by the year 2000 [158] (see Fig. 9). A modelling study focusing on the period 1980–2010 calculated a decrease in the 
transport of O3 from the stratosphere to the troposphere due to the impact of ODSs on stratospheric O3 [160]. The model estimated 
a 4% decrease (14 Tg O3) in global tropospheric O3 resulting from ODS up until 1994. Another study using measurements of N2O to 
constrain the atmospheric modelling estimated an average decrease in STE due to the Antarctic ozone hole (1990–2017) of 30 Tg yr-1 
with a range of 5–55 Tg yr-1, depending on year [157].

Fig. 8 Schematic of the circulation of air into the 
stratosphere and its return. The general circulation 
is slow relative to movements in the troposphere. 
Tropopause folds (shown with a dotted blue line) 
occur sporadically and inject stratospheric air into 
the troposphere.

In contrast, the results of a modelling and observational study of the regional changes in O3 concentration in the troposphere for the 
period 1980–1990 through to 2000–2010 [154] suggest an increase in the concentration of O3 at the Earth’s surface, but the other 
studies (noted above) found that stratospheric O3 led to a small increase over this period in the Northern Hemisphere and no significant 
change in the Southern Hemisphere. Clearly more work is needed in this area.

For the period from 2000–2100, substantial increases in the amount of O3 transported from the stratosphere to the troposphere are 
predicted [158]. Estimates using the output from seven atmospheric models and focusing primarily on RCP6.0, [161] suggest a 10¬–16% 
increase in the amount of O3 in the troposphere from STE in the 21st century. When assessing the relative importance of changes in 
GHGs vs ODSs in driving the changes in STE, they did not obtain a consistent picture from the models, although it appears that the two 
factors are of similar magnitude [161]. However, there is insufficient agreement between models to quantify trends. The net change in 
the concentration of O3 in the troposphere by 2100 is very dependent on the magnitude of anthropogenic emissions. The decrease in 
net chemical production (red curve, Fig. 9) is driven by the predicted controls on the emission of air pollutants. Calculations using the 
RCP8.5 scenario showed a marked increase in the concentration of O3 in the troposphere, with a 3-fold larger amount of O3 transported 
from the stratosphere than the RCP6.0 scenario [161]. It is not possible to infer the magnitude of the changes in O3 at ground level 
from these models, as they report O3 concentrations averaged for the entire vertical extent of the troposphere, and the impact of 
stratospheric O3 is much larger in the upper troposphere than at the Earth’s surface.

Folds in the tropopause have a direct impact on air quality at ground level. These folds are not uniformly distributed longitudinally 
[162,163] and are common over the Eastern Mediterranean, where they have been identified as a significant cause of elevated con-
centrations of O3 at ground level that are greater than the European Union air-quality standards [164]. The equivalent effect is also 
observed in the Southern Hemisphere over the Indian and Southern Oceans. A modelling study of tropopause folds for the period 
1960–2100, using emissions as specified in RCP6.0 and including stratospheric O3 recovery, suggests that folds will increase during this 
period. Statistically significant changes in the number of tropopause folds of around 3 % have been identified in regions that coincide 
with a calculated increase of 6 µg m-3 in O3 near the Earth’s surface [165].
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Fig. 9 Drivers of tropospheric ozone concentration (redrawn with permission and assistance from Guang Zeng from Fig. 13, in 
[158]). The deposition amount is directly related to the concentration of O3 at the surface of the Earth. The two panels represent 
the output of different chemistry-climate models considered in the study. STE, stratospheric-tropospheric exchange.

Quantifying the transport of O3 from the stratosphere is therefore important to understanding tropospheric air quality but remains 
difficult. The challenge in measuring and modelling STE of O3 is partially due to the mechanism by which the downward transport 
occurs. Air rich in O3 is injected into the troposphere at the edges of the tropics via “folds” (Fig. 8), where thin layers of air from the 
stratosphere are surrounded (vertically) by air from the troposphere and vice versa. These layers then mix. Methods for identifying folds 
within model output are being improved [e.g., 165] and showing some promising consistency among different models [162].

The modelling of STE is also hampered by the relatively few measurements of the chemical composition and physical structure of 
the atmosphere in the upper troposphere and lower stratosphere. As a result, there is little information that can be used to constrain 
atmospheric models. Efforts are now underway to use measurements of the chemical composition of air on commercial aircraft to build 
up a robust climatology, which can help modelling. [166] Similarly, there are ongoing efforts to improve the use of measurements of 
O3 by satellites in atmospheric modelling [167], and potentially O3 sondes and in situ measurements. Using observations to constrain 
models introduces sensitivity to changes in quality and calibration of the input data and this requires careful assessment [167,168] In 
future, these data should allow better quantification of the changes in tropospheric O3 that are caused by changes in stratospheric O3.

2.7.2 Effects of circulation changes on extreme weather events and air quality
Air quality is also affected by extreme weather events, such as wildfires. Changes in weather patterns, including extreme weather 
events, are not only caused by climate change but also by polar stratospheric ozone depletion, which strengthens the stratospheric 
polar vortex. Changing weather patterns due to the Antarctic ozone hole have been observed in the Southern Hemisphere (see 
Chapters 1 and 3 [23,169], and [170]. For example, anomalies in rainfall and droughts in the Southern Hemisphere are correlated 
with the duration of the Antarctic Ozone hole [171]. In addition to the strength of the stratospheric polar vortex, the El Niño Southern 
Oscillation and the Indian Ocean Dipole also affect weather conditions in Australia [172]. Hot and dry weather increases the risk of 
wildfires. The severe fire season in Australia 2019-2020 led to significant degradation of air quality within Australia and a smoke plume 
that was traced around the globe [173-175]. The likelihood of wildfires is increasing globally, a trend that is expected to continue [176]. 
However, the recovery of stratospheric O3 should decrease the stability of the Antarctic polar vortex, which should lead to wetter 
conditions in the Southern Hemisphere in the near future for this region.
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Similarly to the effects of the atmospheric dynamics of the Antarctic ozone hole, Arctic stratospheric ozone depletion results in a shift of 
the Arctic Oscillation (AO) to more positive values (e.g., [177]) and a more zonal Northern Hemisphere jet stream. Consequences are 
colder than normal surface temperatures in southeastern Europe and southern Asia, but warmer than normal surface temperatures in 
Western Europe, Russia, and northern Asia [178]. For example, a likely consequence of the unprecedented Arctic stratospheric ozone 
depletion in spring 2020 was the heat wave in Siberia accompanied by wildfires in this region [179]. Whether such events will occur in 
the future depends on trends in the emissions of ODSs and GHGs, since GHGs affect the Arctic stratosphere via radiative cooling [180]. 
Hence, the frequency of extreme weather events such as droughts and therefore wildfires in both hemispheres is influenced by direct 
effects of climate change and by changes in atmospheric circulation and in polar stratospheric O3. Wildfires decrease tropospheric air 
quality with the emission of PM, CO, and other tropospheric pollutants, which impact human health.

2.8 Conclusions
Changes in stratospheric O3 concentrations and thus in ground-level UV-B radiation affect tropospheric air quality. Poor air quality 
remains a major health problem globally, despite progress in reducing emissions of air primary pollutants. Much of the impact of air 
pollutants is due to chemicals produced by UV-B-initiated photochemistry, including O3 and PM, i.e., secondary inorganic and organic 
aerosols. PM and tropospheric O3 pose a significant health risk. Overall, recovery of stratospheric O3, and hence lower intensity of 
ground-level UV-B radiation, is expected to slightly improve air quality in cities in mid-latitudes but slightly worsen air quality in rural 
areas. For PM, the impacts of changes in UV-B radiation on the amount and chemical composition of PM are still poorly understood.

Transport of O3 from the stratosphere into the troposphere adds to tropospheric O3 concentrations. This transport is expected to 
increase because of the recovery of stratospheric O3 and changes in global circulation driven by climate change. Given the current state 
of knowledge, estimating the magnitude of these changes remains a significant challenge.

UV-B radiation is also involved in the formation of OH, the major cleaning agent of the troposphere. Hence, UV-B radiation has some 
beneficial effects on tropospheric air quality. Reaction with OH drives the atmospheric removal of many problematic tropospheric gases 
including some pollutants and GHGs such as CH4, and VSLSs (noting also that GHGs and VSLSs affect stratospheric O3). Given current 
global CH4 emission of ~500 Tg yr-1, a 1% decrease of the global OH concentration would result in an increase of ~1% in tropospheric 
CH4 concentrations, equivalent to a sustained increase in emissions of CH4 of ~5 Tg yr-1.

The main sink of OH is reaction with CO. An important natural source of CO is wildfires, which have increased in frequency and intensity 
due to climate change. Hence, UV-B radiation and climate change affect concentrations of tropospheric OH with potential feedbacks on 
climate change and on stratospheric ozone.

The impact of poor air quality is not limited to human health; it affects plants and other organisms as well. This has had a substantial 
impact on food production and forests through exposure to ground-level O3. There is also evidence of reduced food production due to 
PM. The magnitude of these impacts will be altered by climate change and the future evolution of stratospheric O3.

3 Trifluoroacetic acid in the global environment with relevance to the 
Montreal Protocol

3.1 Background
Trifluoroacetic acid (TFA) is the terminal breakdown product of many fluorinated chemicals, including those that fall under the purview of 
the Montreal Protocol and its Amendments. Its properties (discussed below) include very low reactivity, high stability, and recalcitrance 
to breakdown in the environment. This has raised concerns about the use of fluorinated substitutes for the ozone-depleting and the 
fluorinated greenhouse gases. The formation, fate, and potential effects of TFA have been the remit of the EEAP for the last two decades, 
and this overview is a continuation of this activity with a primary focus on new information since the last Quadrennial Assessment [6] to 
the Parties of the Montreal Protocol.

3.1.1 Classification of trifluoroacetic acid as a per- and poly-fluoroalkyl chemical
Trifluoroacetic acid CF3-COOH (CAS# 76-05-1) is a perfluorinated chemical, meaning that, aside from its functional group (-COOH), all 
hydrogen atoms in the molecule have been replaced with fluorine. The European Chemicals Agency has proposed that this chemical 
be included in a class, the per- and poly-fluoroalkyl substances (PFAS) [181]. Others have suggested that the definition of PFAS should 
exclude TFA and chemicals that degrade to just give TFA [182]. In 2022, there were 4730 chemicals in the PFAS class, which had been 
expanded to include all chemicals with at least one aliphatic -CF2- or -CF3 moiety. The PFAS class includes gases (such as those under 
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the purview of the Montreal Protocol), low boiling point liquids, high boiling point liquids and lubricants, and solid polymers used in 
industry, medicine, and domestic equipment. As has been pointed out [183], a small number (about 256) of these PFAS are currently 
used commercially and “grouping and categorizing PFAS using fundamental classification criteria based on composition and structure 
can be used to identify appropriate groups of PFAS substances for risk assessment.” [183] More recently, a majority of a panel of 
experts agreed that “all PFAS should not be grouped together, persistence alone is not sufficient for grouping PFAS for the purposes of 
assessing human health risk, and that the definition of appropriate subgroups can only be defined on a case-by-case manner.” [184]. 
In addition, the majority opinion with respect to toxicology was that “it is inappropriate to assume equal toxicity/potency across the 
diverse class of PFAS” [184].

This same argument applies to the inclusion of TFA, with a two-carbon chain and a single CF3 group, into a class with longer chain PFAS. 
These longer chain PFAS have key chemical, physical, and biological properties that become quite different with increasing length 
of the carbon-chain (Table 2 and Appendix Table 1). For example (see Table 2), log KOW (a measure of partitioning between lipids in 
organisms and water); Henry’s Law Constant (a measure of partitioning between water and air); KOC (a measure of adsorption to soil 
and sediment); and the half-life in humans (related to chronic exposure and chronic toxicity) all vary with changes in the length of the 
carbon chain. These relationships are well recognised [185-189] as they are important drivers of adsorption, distribution, and excretion 
in animals, which are major determinants of adverse effects.

Table 2  Key physical, chemical, and biological properties of the linear perfluorinated carboxylic acids from 2-8 carbons.

Property Trifluoro-
acetic  
acid

Perfluoro-
propanonic 
acid

Perfluoro-
butanoic 
acid

Perfluoro-
pentanoic 
acid

Perfluoro-
hexanoic 
acid

Perfluoro-
heptanoic 
acid

Perfluoro-
octanoic 
acid

Abbreviation TFA PF TFA PFBA PFPeA PFHxA PFHpA PFOA

CAS# 76-05-1 422-64-0 375-22-4 2706-90-3 307-24-4 375-85-9 335-67-1

Molecular 
formula

CF3COOH CF3CF2 

COOH
CF3(CF2)2-

COOH
CF3(CF2)3-

COOH
CF3(CF2)4-

COOH
CF3(CF2)5-

COOH
CF3(CF2)6-

COOH

Number of 
carbon atoms

2 3 4 5 6 7 8

Log KOW
0.5 1.5 a 2.43 a 3.262 a 3.48 5.024 a 5.905 a

Henry’s Law 
Constant (atm m-3 
mol-1)

1.11 x 10-7 4.43 x 10-6 a 0.0051 a 0.029 a 0.174 a 1.521 a 3.044 a

KOC (L kg-1) 0.17-20 12.7 a 58 a 270 a 1247 a 5761 30,440

NOEC most 
sensitive aquatic 
plant (ng L-1)

2.5 x 106 b 1.44 x 107 c 6.21 x 108 c > 1.00 x 109 c NA > 1.02 x 109 c 5.80 x 103 c

NOEC most 
sensitive aquatic 
animal (ng L-1)

LC50 = 7 x 
107 d

LC50 = 8.0 x 
107 d

LC50 = 1.1 x 
108 d

LC50 = 1.3 x 
108 d

LC50 = 1.4 x 
108 d

LC50 > 1.02 x 
106 d

LC50 = 1.5 
x 108

Half-life in 
humans f

16 h NA 72-81 h NA 14-49 d e 1.2-1.5 yr 2.1-10 yr

Unless otherwise stated, references are from [190]. Other sources are: a [191] b [192] c [193] d [194] e [187]  f [195]. NOEC, no 
observed effect concentration; NA, not applicable.
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There has been considerable discussion as to the inclusion of TFA in the class PFAS for regulatory purposes [182,183,196-199]. 
Regulatory agencies in North America acknowledge the physical, chemical, and biological properties of chemicals in the class of PFAS 
[189] and, in particular, the influence of chain length on these properties [188,189,200]. A sound assessment of the environmental 
impact of TFA needs to consider the relevant physical, chemical, and toxicological data and realistic environmental concentrations (see 
discussion in Sect. 3.2 to 3.6). We are of the opinion that the properties of TFA indicate that it should not be included in this class for the 
purposes of generic regulatory risk assessment.

The PFAS class also includes other perfluorinated chemicals that are of concern, e.g., perfluorooctanesulfonic acid, (PFOS). PFOS differs 
from TFA and its homologues because it is a sulfonic acid and is also more toxic than its alkanoic homolog. Therefore, as these chemicals 
do not fall under the purview of the Montreal Protocol, they have not been included in this discussion or in Table 2.

3.1.2 Properties of trifluoroacetic acid
The physical and chemical properties of TFA are well known [201] but key to assessing environmental risk is that it is a strong acid with a 
pKa of 0.3 and is completely miscible with water [190]. In the environment, it forms salts with alkali metals, which are also very soluble 
in water. These properties indicate that TFA and its salts will not bioaccumulate in organisms other than terrestrial plants and will not 
biomagnify in food chains. The carbon-fluorine bond is the strongest of all bonds with carbon and TFA and its salts are very recalcitrant 
in the environment. Studies on degradation by microbiota, including species and strains from contaminated areas, have not shown any 
evidence of TFA being susceptible to microbiological degradation [202,203].

3.2 Chemical pathways for degradation of precursors to trifluoroacetic acid
HCFCs and HFCs have found widespread use as replacements in applications that previously used CFCs. More recently, short-
chain halogenated alkenes (hydrofluoroolefins, HFOs) are finding increasing use in several commercial applications. For example, 
E-CF3CH=CHF (HFO-1234ze(E)) and E-CF3-CH=CHCl (HCFO-1233zd(E)) are being used for foam blowing and in large chillers, whereas 
2,3,3,3-tetrafluoropropene, CF3CF=CH2 (HFO-1234yf) is used as a replacement for 1,1,1,2-tetrafluoroethane, CF3CH2F (HFC-134a), in 
vehicle air conditioning units [204]. These chemicals are anthropogenic and there are no known natural sources of HCFCs, HFCs, and 
HFOs. 

Tropospheric degradation of HCFCs, HFCs and HFOs is initiated by reaction with OH radicals, leading to formation of small terminal 
degradation products including CO, CO2, and the halo-acids hydrogen fluoride (HF) and hydrogen chloride (HCl). Some of the 
degradation products are also atmospheric precursors of TFA through hydrolysis of acyl halides, e.g., CF3CFO, or via secondary 
photochemistry of trifluoroacetaldehyde (CF3CHO) [205,206]. The chemistry by which the CFC replacements are converted into 
precursors of TFA has been extensively studied over the last few decades and recently summarised [207,208]. Figure 10 illustrates how 
atmospheric degradation of different CFC replacements, belonging to three successive generations of CFC replacements, can lead to 
the formation of TFA in significantly different yields. For instance, the dominant atmospheric fate of CF3CClO and CF3CFO, generated 
in the atmospheric processing of HCFC-123 and HFC-134a, respectively, is uptake into cloud water, followed by effective hydrolysis 
to yield TFA, on a timescale of approximately 5-30 days [205]. However, due to competing fates of the intermediary alkoxy radicals 
(marked with asterisks in Fig. 10), the effective yields of TFA are significantly different (e.g., ~ 60% for HCFC-123 and 7–20% for HFC-
134a). In the case of HFO-1234yf, no significant competition exists in the degradation pathway and the expected yield of TFA is ~ 100% 
through the hydrolysis of CF3CFO.
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Fig. 10 Atmospheric degradation pathways and corresponding yields of TFA for HFCF-123 (Panel A), HFC-134a (Panel B) and 
HFO-1234yf (Panel C) representing three generations of important CFC replacements. Approximate atmospheric lifetimes for 
the chemical species involved are indicated in parenthesis. Species marked by an asterisk have significant competing fates in 
the atmosphere [205,206].

Even if they are not producing acid-halides during their atmospheric degradation, some other CFC replacements can still form TFA 
in small yields through the formation of trifluoroaldehyde, CF3CHO. This aldehyde is the primary degradation product from several 
CFC replacements, including HCFCs, HFCs, HFOs and HCFOs, e.g., HCFC-234fb (CF3CH2CCl2F,  τ= 45 years), HFC-143a (CF3CH3, 
τ = 51 years) and HFO-1234ze(E) (E-CF3CH=CHF, τ =19 days) and HCFO-1233zd(E) (CF3CH=CHCl, τ = 42 days) [209]. Here τ is the 
atmospheric lifetime defined as the reciprocal of the pseudo first order rate constants for the removal of the chemical species, also 
sometimes referred to as the “e-folding lifetime”.
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Figure 11 illustrates the atmospheric degradation of HCFO-1233zd(E), which produces CF3CHO in essentially 100% yield. CF3CHO 
has three competing fates in the atmosphere. First, it undergoes photolysis (annually averaged diurnal atmospheric lifetime in the 
troposphere of ≤ 2 days at 40° latitude) giving CF3 and HCO radicals [210] (see also Sect. 3.7). Second, oxidation initiated by OH 
produces acyl peroxy radicals, which can react with HO2, NO, or NO2. Reaction of these acyl peroxy radicals with HO2 radicals can lead 
to the formation of TFA as a minor product. Third, contact with liquid water produces hydrates, which can react with OH radicals leading 
to the formation of TFA [211]. The latter two processes are currently thought to be minor fates of CF3CHO. The reaction of the hydrate 
with OH radicals is an efficient pathway for generating TFA; however, the importance of hydrolysis of CF3CHO to give TFA is uncertain 
(see Sect. 3.7.3). Due to these competing fates, an estimated 2-30% of atmospheric CF3CHO is converted into TFA (see Appendix Sect. 
4). 

3.3 Contribution of chemicals under the purview of the Montreal Protocol to the global load     
   of trifluoroacetic acid
Several CFC replacements give rise to the formation of TFA as an atmospheric oxidation product. Figure 12 provides an overview 
of estimated yields of TFA (%) for CFC replacements, as well as selected chemicals not under the purview of the Montreal Protocol 
(non-MP). In addition, some replacements such as HCFC-225ca (CF3CF2CHCl2) yield longer-chain PFCAs, CF2CF2COOH (100%). HFC-
134a and HFO-1234yf are the two substitutes that have the largest predicted contribution to global TFA concentrations among those 
gases that fall under the purview of the Montreal Protocol. The Science Assessment Panel (SAP) and the Technology and Economic 
Assessment Panel (TEAP) of the Montreal Protocol under the United Nations Environment Programme (UNEP) have projected future uses 
and potential releases from 2020 to 2100 for these two substitutes. A summary of the projected yield of TFA from degradation in the 
troposphere (Fig. 12) is provided in Table 3.
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Fig. 12 Yields of TFA from selected individual CFC replacement compounds, and their estimated global emissions. Also 
included are selected compounds not under the purview of the Montreal Protocol and Amendments. Error bars represent 
both experimental uncertainties and upper and lower yield ranges due to competing reaction channels that depends on 
environmental conditions. Yields of TFA from individual compounds are estimated based on evaluations of the available 
literature as described in Online Resource Sect. 4. Note split scale for the emission of HFC-134a is much higher than that of other 
compounds.

Table 3 Projected global yields of TFA from HFC-134a and HFO-1234yf and total deposition between 2020 and 2100.

HFC-134a HFO-1234yf Sum

Annual formation of TFA (a.e., acid equivalents)

2020 0.01–0.03 Tg yr–1 0.03–0.03 Tg yr–1 0.04–0.06 Tg yr–1

2050 0.02–0.05 Tg yr–1 0.34–0.49 Tg yr–1 0.36–0.54 Tg yr–1

2100 0.01–0.02 Tg yr–1 0.63–1.03 Tg yr–1 0.64–1.05 Tg yr–1

Sums of deposited TFA (a.e.)

2020–2050 0.5–1.5 Tg 5.3–6.6 Tg 5.8–8.1 Tg

2020–2100 1.0–2.9 Tg 30.5–49.0 Tg 31.5–51.9 Tg

Concentration of TFA as the sodium salt   
in the oceans in

2050 244–246 ng L-1

2100 266–284 ng L-1

These data are taken from Table 7.3 of the 2022 report of the Science Assessment Panel [212] and currently are best estimates 
for the two listed refrigerants. Releases of other potential sources of TFA (see Fig. 12) have not been included but are expected 
to be much smaller. Estimated future concentration in the oceans is based on the nominal value of 200 ng a.e. L-1 in 2020 and a 
total volume of 1.36 x 109 km-3. For comparison to toxicity values, concentrations have been converted to sodium salt.
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These amounts of TFA are estimated to increase concentrations in the global oceans from the nominal value of 200 ng a.e. L-1 (equivalent 
to 239 ng TFA sodium salt L-1) estimated by Frank et al. [213] to 266–284 ng sodium salt L-1 in 2100 if evenly distributed across all 
oceans. If the actual concentrations were less than the nominal value (239 ng TFA sodium salt L-1), the predicted values for 2100 would 
be smaller. In a recent study in Germany, the contribution of currently used refrigerants to the formation of TFA was estimated [214]. The 
worst-case annual formation of TFA from refrigerant R134a was estimated at 1050 tonnes yr-1, 1170 tonnes yr-1 from refrigerant R1234yf, 
and 141 tonnes yr-1 from all other refrigerants. If the proportions of TFA from other refrigerants in Germany are applied to the global 
estimate of deposition, the maximum value for contributions from all refrigerants would be about 6% greater i.e., 302 ng sodium salt L-1.

It should be noted that the geographic distribution of TFA released into the atmosphere across the globe has changed with the 
introduction of refrigerants and blowing agents such as HFOs with short atmospheric lifetimes (days). The longer atmospheric lifetimes 
of the older generation HFCs allowed wider and more even distribution of parent HFCs and deposition of TFA, across the globe 
[215-217]. The HFOs will be degraded by tropospheric OH radicals closer to the source of release with resulting steeper gradients of 
concentration depending on wind direction and velocity [see examples of modeling of deposition in 217]. As a result of this uneven 
deposition, concentrations of TFA in surface waters will vary with flow rates and volumes of water. Prediction of concentrations of TFA in 
surface waters will require the development of hydrologic models, such as those now used to model distribution and concentrations of 
other pollutants in water. These types of models are available from the EPA (USA) [218] but would need to be modified for modeling of 
the dispersion of HFOs and TFA once it reaches the surface.

3.4 Trifluoroacetic acid in precipitation
The presence of TFA in precipitation continues to be studied, with several new reports published since the last Quadrennial Assessment 
[6]. Unless otherwise stated, only those studies with complete descriptions of analytical methods have been included. Analysis of 
rainwater samples collected in 2016 in 28 cities across China showed detectable amounts of TFA in all samples [219]. Concentrations 
ranged from a low of 9.1 to a high of 320 ng TFA a.e. L-1 and fluxes from 160 to 16,000 ng TFA a.e. m-2 day-1 (Tables S7 and S8 in [219]). 
A study on concentrations of TFA present in rainwater samples in eight locations across Germany from February 2018 to February 2019 
showed a seasonal range of concentrations over one year [220]. Across all sites, frequency of detection was greater than 90% except in 
December, January, and February. The greatest median concentration, 703 ng TFA a.e. L-1, was in June 2018. Over the year, daily fluxes 
across collection sites showed less variability with the greatest median flux of 774 ng TFA a.e. m-2 day-1 and the smallest of about 205 ng 
m-2 day-1 [Table 2 in 220]. This study was continued for an additional year [220] and a similar pattern was observed (Fig. 13). The source 
of the TFA was most likely degradation of fluorinated gases in the troposphere and the authors suggest that the seasonality is because 
of seasonal changes in solar UV-radiation and the photochemical formation of OH radicals responsible for production of TFA in the 
troposphere [220]. Fluxes of TFA in rainwater in Germany [220] were less than those reported from China [219], probably because of 
the release of more precursors in greater concentrations in the latter location. A recent study on temporal trends in concentrations of TFA 
in surface waters reported increases in concentrations of 6-fold between samples collected in 1998 and those collected in 2021 [221]. 
Concentrations in samples collected down-wind from the San Francisco Bay area were greater in 2021 (up to 2790 ng L-1) than in 1998 
(up to 287 ng L-1). The author suggests that these residues of TFA are from the breakdown of fluorinated refrigerants, but fluxes were 
not reported so the role of reduced precipitation in generating the greater concentrations is unknown. Once reaching the surface, TFA 
will form salts with alkali metals and mix with surface- or interstitial-water in the soil. These salts can be taken up by plants (see below) 
and accumulate in plant tissues, particularly leaves. Based on this property, archived samples of various leaves of some species of trees 
from the German Environmental Specimen Bank were analysed for the presence of TFA [222]. The leaves collected spanned the period 
from 1989 to 2020 and showed an increase in concentrations of TFA. For example, concentrations of TFA in leaves of Lombardy poplar 
increased from ca 160 µg kg-1 (d.w.) in 1991 to ca 970 µg kg-1 in 2019. The authors suggest that the sources of TFA are replacements for 
the CFCs, mostly from precipitation. The authors are likely correct in this conclusion.

Breakdown products of some fluorinated chemicals include hydrofluoric acid (HF) and TFA, which are strong acids. However, the 
amounts generated from the oxidation of HFOs represent only a small (< 0.5%) contribution to the formation of acid rain in comparison 
to other sources such as sulfur and nitrogen oxides [223] and this is judged to not be of concern.

3.5 Other sources of trifluoroacetic acid in the global environment
In previous assessments [6,224,225], we have discussed other potential sources of TFA that are not related to the chemicals under the 
purview of the Montreal Protocol. In the global context, there is a paucity of information on these sources, but they fall into some general 
groupings, inter alia:

• Geogenic sources

• Effluents and releases from the manufacture of fluorinated chemicals, including chemicals under the purview of the Montreal Protocol 
and Amendments

• Combustion and degradation of fluorinated chemicals in commercial and household waste

• Biological and environmental degradation of chemicals such as pharmaceuticals and pesticides that contain fluorine atoms, 
specifically the -CF3 moiety.

These are discussed in more detail below.
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Fig. 13 Concentration of trifluoroacetate in composite precipitation samples from eight sites in Germany from February 2018 to 
February 2020. The y-axis is on a binary logarithmic scale (log2) and the solid horizontal bar is the median, the box indicates the 
upper and lower quartiles, the whiskers the upper of lower quartile – or + the interquartile range x 1.5, and the data symbols are 
the outliers. From Fig. 27 in [220].

3.5.1 Geogenic sources
Since the early reports of the widespread presence of TFA in marine waters [213,226] and its association with 14C-dated deep waters 
older than 1000 years [227], it was believed that there are natural sources of TFA. This is consistent with the report that concentrations of 
TFA increase with proximity to locations of undersea volcanic vents [227,228].

However, the theory that TFA can be formed from geogenic sources has been challenged [229]. This challenge was partially based on 
potential analytical errors and lack of information on levels of detection and quantitation, and high variance in concentrations measured 
in samples at different depths and in different oceanic basins. The authors focused on atmospheric sources of TFA in surface waters 
and ice, which originates in precipitation and did not consider measurements in other bodies of water such as endorheic lakes and 
playas located in areas of low precipitation and little fluorochemical industry. One of these locations, the Dead Sea, had a reported 
concentration of 6400 ng L-1 [226]. The Dead Sea is in a rift valley with a history of geological faulting and with a volume of 114 km³, so 
that this concentration is equivalent to 730 tonnes of TFA. That this amount of TFA (measured in the 1990s) is all from anthropogenic 
sources is very unlikely, and geogenic sources are more plausible.

Another argument put forward that TFA does not originate from geogenic sources is the lack of TFA in older (> 2000 year-old) samples 
of glacial melt, surface, and ground water. These older waters originated from precipitation from evaporated (distilled) marine and 
surface waters. Like chloride, TFA from oceans (and possible endorheic lakes) could be carried to land close to the shore. However, this 
transport would only be for short distances and is unlikely to be a significant source of TFA and other PFAS in precipitation and/or ice 
cores [220]. While it is possible that TFA could have been released from surficial volcanos, these potential sources lack the combinations 
of high temperature and high pressures found in thermal vents in the deep ocean. It should be noted that some authors have reported 
the presence of fluorinated and/or chlorinated short-chain and aromatic carbon compounds (but not TFA) in emissions from surficial 
volcanos [reviewed in 230,231].

The background value of 200 ng TFA L-1 in the oceans as suggested by Frank et al. [213] would be equivalent to 268 x 106 tonnes of TFA 
in the global oceans if well mixed globally. However, based on analyses in several oceanic basins, lesser amounts (a range of 61–205 
x 106 tonnes equivalent to 45–152 ng L-1) were suggested by Scott et al. [227]. From the total known use and release of HFC-134a, 
HFC-143a, and HFC-227ea between 1990 and 2015, the total amount of TFA that could theoretically have been produced is 4.5 x 106 
tonnes. This is very much less than the total based on the range of concentrations measured in the oceans, which, using an estimated 
ten-fold range, would be equivalent to 27–270 x 106 tonnes. Even with this assumption, this is equivalent to a discrepancy of 6 to 60-
fold that is much larger than would be explainable by anthropogenic activity in relation to use of the HFCs. This gap is most likely from 
natural sources.

In the absence of more rigorous and consistent sampling of the oceans, these concentrations and amounts are speculative. For the 
purposes of comparisons to toxicity values and risk assessment, the EEAP [6,224,225,232] used the larger value to err on the side of 
caution when estimating further contribution from the chemicals under the purview of the Montreal Protocol to the total load in the 
global oceans. 
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Another major unknown in characterising the source of reported concentrations of TFA in the oceans is the degradation half-life of TFA in 
the environment. As discussed above, TFA is very recalcitrant and is essentially unreactive under normal environmental conditions. If, as 
seems to be the case, the half-life is likely very long (≈ centuries), very small amounts could accumulate over time to explain the amounts 
observed in oceans and endorheic basins.

3.5.2 Manufacturing of fluorinated chemicals
In the 1990s, there was only one manufacturer of TFA in the USA [201] and relatively few manufacturers of fluorinated refrigerants that 
fall under the purview of the Montreal Protocol. Since that time, the manufacture of fluorinated chemicals has increased, and these 
facilities are found in many countries around the world. Details on the amounts produced, use, and release of most of these chemicals 
and by-products are not reported in a way that is accessible to the public or the scientific community such as it is for chemicals under the 
purview of the Montreal Protocol. Several recent papers have reported measurements of TFA and potential precursors in locations near 
manufacturing facilities. Here we focus mostly on publications in the last four years.

A study of leachates and effluents from municipal waste disposal sites and landfills in the environs of Tianjin (China), the location of 
several fluorochemical manufacturing facilities, showed the presence of many PFAS as well as TFA at all sampling sites [233]. Greatest 
amounts of TFA (60,000 and 50,000 ng a.e. L-1) were measured in leachates from two incineration plants, although leachates from one 
landfill and one transfer-site had similarly high concentrations approaching 40,000 ng a.e. L-1. TFA was detected in samples of surface 
water and soils near a fluorochemical complex in Jinan (China) [234]. Concentration of TFA in lotic (flowing) surface waters ranged 
from 300 to 1000 ng L-1 but two lentic (still water sites) had mean concentrations of 1700 and 2600 ng a.e. L-1. Well- and tap-water 
had concentrations of about 250 ng a.e. L-1. In the same study, concentrations of TFA in soil samples close to factories ranged from 59 
to 2081 ng a.e. kg-1. Uptake of TFA from nutrient solution (containing 2,000,000,000 ng a.e. L-1) by roots and leaves of wheat plants 
resulted in accumulated concentrations 170,000,000 ng kg-1 in roots and 100,000,000 ng kg-1 in shoots after exposure for 80 h [235]. 
Given the large and unrealistic concentrations in the nutrient solution, this is not surprising. Other PFAS were also taken up but to a 
lesser extent than TFA. This study did demonstrate uptake of TFA by plants. As discussed in the previous update report [225], maize and 
poplar plants take up TFA from contaminated soils [236]. Transport to the leaves was greater than to the stalk or the maize kernels. This 
is consistent with transport with water to the sites of transpiration and loss of water vapour through the leaves, resulting in accumulation 
of non-volatile salts of TFA. The median bioaccumulation factor (soil:leaf) was about 200. When these authors fed maize leaves to 
herbivores (locusts) the leaf-to-locust transfer factors were < 1 (0.028–0.185), indicative of negative trophic magnification (trophic 
dilution), most likely because locusts can excrete TFA, as has been demonstrated in mammals [201]. The large concentrations of TFA 
found in the environments around factories and plants manufacturing fluorinated chemicals indicate large fugitive emissions from some 
facilities that manufacture these chemicals. Given the small number of studies, the total load to the environment is very uncertain but it is 
an issue that needs to be addressed regionally, even if it is outside the scope of the Montreal Protocol.

3.5.3 Combustion and thermolysis of fluorinated chemicals
Polymers containing fluorine, such as polytetrafuoroethylene (PTFE) and related products, are heavily used in urban and industrial 
areas [237]. Data on amounts of fluoropolymers produced each year are not easily obtained; median estimates of value are in the 
region of 8 billion US dollars; however, there were no data on the mass of the products. When these polymers are subjected to 
high temperatures, they can degrade to yield TFA or precursors of TFA [238]. When heated to 500°C in the presence of air, PTFE, 
polychlorotrifluoroethylene (CPTFE), ethylene chlorotrifluoroethylene (ECTFE), and polytetrafluoroethylene-co-tetrafluoroethylene 
perfluoropropylether (PFEPE) yielded 7.8, 9.5, 6.3, and 2.5% TFA, respectively (Ellis et al., 2001). A similar study on this source of 
TFA in Beijing (China) indicated yields of TFA from thermolysis of PTFE, poly(vinylidene fluoride-hexafluoropropylene) (PVDF-HFP), 
and poly(vinylidene fluoride-co-chlorotrifluoroethylene) (PVDF-CTFE) were 1.2%, 0.9% and 0.3%, respectively, which was estimated 
to contribute 0.6–6.1 ng a.e. L-1 to precipitation over this city [239]. These are potential sources of TFA to the environment but little 
information was found in the literature on the effect of conditions of combustion (ranging from very high incineration temperature of 
waste to open-burning) on the rates of formation of TFA. However, this does remain a possible, but globally uncertain, source of TFA. A 
recent laboratory study of degradation of PFCAs [240], has shown that exposure of PFCAs (see Table 2) to sodium hydroxide in a polar 
aprotic solvent (e.g., dimethyl sulfoxide) resulted in degradation to fluoride ions in yields between 78 and 100% in 24 h. 

TFA was formed in amounts of 19 to 39 mol% for PFCAs with 5 to 9 carbon chains. The authors suggest that this observation might lead 
to the development of methods for disposing of PFCAs. However, the TFA produced in the process might become a source of TFA to 
the environment.

3.5.4 Unidentified sources of exposure to trifluoroacetic acid 
A review of the global occurrence of PFCs in water from wastewater treatment plants identified only two studies (included in previous 
reports from the EEAP) that had reported the presence of TFA [241]. Whether the TFA was formed during treatment of the wastewater 
or was present in the incoming effluent could not be determined; however, the authors speculated that it could have been formed from 
degradation of longer-chain PFAS precursors. 

In a study of the concentrations of PFAS in the serum of staff and support workers in Nankai University in Tianjin (China), a location 
where fluorochemicals are manufactured, TFA and other PFAS were detected [242]. The frequency of detection of TFA was 97% but 
12 other PFAS had greater frequencies of detection. The median concentration of TFA in serum of the volunteers was 8460 ng L-1 and 
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the 75th centile was 12,550 ng a.e. L-1. Given the high solubility in water as noted above (and low KOW, Table 2), this concentration is 
likely equivalent to a systemic burden of the same values in ng kg-1. These values are 4.4 orders of magnitude less than the NOED (No 
Observed Effect Dose) for TFA in rats (discussed below) and do not suggest biologically significant risks for humans. Concentrations of 
PFOS and PFOA were greater than TFA and these chemicals are more toxic than TFA and are retained in the body for longer periods 
(Table 2). The authors reported an association between the sum of the concentrations of PFAS and biomarkers of diabetes but offered no 
insight as to causality by a specific chemical or the route of exposure to these chemicals. 

Residues of TFA have been found in beverages such as beer and herbal infusions (teas) [243]. Analysis of samples of beer from 23 
countries spanning the globe provided a range of concentrations with a median of 6100 ng L-1 and a maximum of 51,000 ng a.e. L-1. 
The authors opined that the source of TFA in the beer and teas was not the water used to make the beverage, suggesting rather that 
the barley or the hops and the dried leaf of the tea(s) was the source of the contamination. Measurements of TFA in barley have not yet 
been reported in the literature but uptake of TFA from soil into maize kernels (discussed above) resulted in accumulations with a range 
of 40,400 to 102,000 ng a.e. kg-1 [236]. If accumulation in barley is like maize, this is a possible explanation; however, the source of 
the TFA in the barley is uncertain. It could originate from industrial sources of contamination or pesticides used in agriculture that break 
down to produce TFA and a terminal residue (see below).

An earlier paper from China [244] had reported the detection of many PFAS in outdoor dust; however, they did not analyse for TFA. 
Residues of TFA (and other PFAS) have now been detected in indoor and outdoor dust in China [245]. Median concentrations of TFA in 
outdoor dust from six locations in China ranged from 61,000 to 222,000 µg a.e. kg-1 with no consistent differences between rural and 
urban sites. In urban sites, concentrations of TFA in indoor dust from six locations in China ranged from 117,000 to 470,000 µg a.e. kg-1. 
Concentrations of other PFAS were much smaller [245]. Using procedures from the EPA (USA), these authors also estimated daily intake 
values of PFAS of toddlers and adults that could result from ingestion of dust. The 95th centile estimated daily intakes of TFA for toddlers 
and adults were 5.3 and 0.55 ng a.e. kg-1 body weight, respectively for indoor dust. The 95th centile estimated daily intakes for toddlers 
and adults from outdoor dust were 3.2 and 0.33 ng a.e. kg-1 body weight. The original source(s) of the contamination in the dusts are 
unknown but there were amounts of unknown precursors (37−67 mol %) for PFAS in the dust [245]. 

3.5.5 Pharmaceuticals and pesticides
Fluorine atoms are frequently added to pharmaceuticals and pesticides to enhance or modify their biological properties. The most 
common use is replacement of a hydrogen with a fluorine atom. The van der Waals radii for hydrogen (0.12 nm) and fluorine (0.14 nm) 
are similar and small compared to that of other halogens such as chlorine (0.18 nm) [246]. Thus, fluorine-substituted chemicals are 
more likely to successfully dock with receptor sites than chemicals substituted with larger halogens such as Cl. The C-F bond is one of 
the strongest in organic chemistry, so this substitution tends to make the molecule more resistant to biochemical breakdown, which 
prolongs biological activity. In addition, substitution of hydrogen with fluorine can change other properties of the chemical, especially 
of adjacent chemical groups. For example, the F atom is a much stronger withdrawer of electrons than an H atom. As compared to 
hydrogen with a Hammett sigma value of zero, the Hammett for a single fluorine substituent on a benzene ring is +0.062 for para-effect 
and +0.337 for the meta-affect. For a -CF3 on a benzene ring, the Hammett sigma values are +0.54 and +0.43, respectively. 

For comparison with the precursors of TFA that are under the purview of the Montreal Protocol, the following discussion is focused 
on chemicals with a C-CF3 moieties since these could potentially degrade to produce TFA as a terminal residue. It is estimated that 
about 20% of pharmaceuticals currently in commerce contain one or more fluorine atoms. As of 2020, the number of pharmaceuticals 
containing fluorine atom(s) was 369 [247] and in 2021, 13 new products containing fluorine were added [248]. Of these, 77 contain 
C-CF3 moieties [from Fig. 4 in 247]. Some bacteria use fluoxetine (Prozac®, CAS# 54910-89-3) as a sole source of carbon and 
the terminal metabolite is TFA [249], which is not further metabolised. These authors also reported photolytic defluorination of 
intermediates formed in the degradation of fluoxetine [Fig. 7 in 249] but did not specify intensity or wavelength. Whether this photolytic 
defluorination occurs under environmental conditions is unknown. TFA can also be formed from some fluoro-pharmaceuticals during 
treatment of water with O3. The molar yield of TFA from fluoxetine solutions treated with O3 at 4 mg L-1 was as large as 40% [202].

Pharmaceuticals are used globally but there is a paucity of information on the amounts produced and used in the treatment of humans 
and other animals. However, these pharmaceuticals and/or their breakdown products are excreted and thus enter the environment. For 
example, anaesthetic procedures involving halothane (CF3CHClBr), isoflurane (CF3CHClOCHF2), and desfluorane (CF3CHFOCHF2) are 
known to produce TFA as a metabolite in humans. Anaesthesia using halothane can result in significant levels of TFA in blood (20,000-
110,000 µg L-1), which is excreted in urine [250-253]. Those pharmaceuticals that contain the C-CF3 moiety are expected to be a source 
of TFA in the environment but there are two unknowns, the yield of TFA from the breakdown of the pharmaceutical and the amounts of 
pharmaceuticals that are used. More publicly available information is needed to even begin to address this uncertainty. To estimate the 
contribution of pharmaceuticals to the total global load of TFA would be highly speculative but they are a potential source of TFA.

Some pesticides also contain one or more C-CF3 moieties [254] and are potential sources of TFA in the environment [225]. Breakdown 
of some of these pesticides to TFA has been investigated. For example, ozonation (4 mg L-1) of solutions of trembotrione (mesotrione, 
CAS# 104206-82-8), flufenacet (CAS# 142459-58-3), flurtamone (CAS# 96525-23-4), and fluopyram (CAS# 658066-35-4) at 100 µg L-1 

for times between 5 and 60 min resulted in 5, 20, 43, and 32% production of TFA on a molar basis (Fig. 7 in [202]). Whether ozonation 
is a good model for the formation of TFA from pesticides in agricultural soils or not is unknown. The yield of TFA from the degradation 
of pesticides is dependent on the other substituents on the molecule and the environmental conditions. Studies on the photolysis of 
the lampricide 3-trifluoromethyl-4-nitrophenol (TFM CAS# 88-30-2) used to control the sea lamprey in the North American Great Lakes 
have shown that photolysis (365 nm) results in the formation of TFA [255]. Yields were dependent on the pH of the solution and ranged 
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from 5–18%. Conversion of the nitro-group to an amino-group increased the rate of conversion but not the yield. In another study, yields 
of TFA from photolysis of the penoxsulam (an herbicide) and sulfoxaflor (an insecticide) exposed to UV radiation in river water were 
less than 5% under laboratory conditions [256]. Neither of these pesticides were included in Table 4. Yields of TFA from penoxsulam 
were greater in river water than in distilled water at pH 7 (Fig. S18 in [256]). This dependence of the formation of TFA on environmental 
conditions and substituents on the other parts of the molecule likely applies to other pesticides and to pharmaceuticals and other 
potential precursors of TFA.

Similarly, as for pharmaceuticals, the amounts of pesticides used across the globe are not known at the level of individual chemicals. 
The Food and Agricultural Organization of the United Nations collects data on pesticide use by country, but these data are grouped 
by chemical class of pesticide and information on individual products is not available. However, data on annual estimates of the use of 
individual pesticides are available in the United States through the database on Estimated Annual Agricultural Pesticide Use, maintained 
by the US Geological Survey through the National Water-Quality Assessment Project [257].

To obtain a better understanding of the possible contributions of pesticides to the global load of TFA, we estimated the use of those 
pesticides containing one or more C-CF3 moieties from data available in the United States. Maps and associated estimates of amount 
of pesticide applied [257] were downloaded and then compiled. As a worst case, upper estimates of use were selected and all data 
from 1992 to 2018 were collected, summed, and converted to tonnes of active ingredient. The molar yield of TFA was calculated using 
the ratio of the molecular weight of TFA (114.02 Daltons) and the pesticide (from Table S3 in [254]). This is a conservative assumption as 
the actual yield of TFA is dependent on other substituents on the molecule and the primary driver(s) of degradation. The potential total 
tonnage of TFA released from these pesticides was then calculated. These results are shown in Table 4.

Table 4 Potential release of TFA from fluorinated-pesticides used in the USA from 1992-2018.

Namea MWa Formulaa Number of C-CF3 

moietiesa

Molar yield of  
TFA

Estimated tonnes 
of TFA

Acifluorfen 361.657 C14H7ClF3NO5 1 0.315 3,332

Bicyclopyrone 399.366 C19H20F3NO5 1 0.286 117

Bifenthrin 422.872 C23H22ClF3O2 1 0.270 2,116

Chlorfenapyr 407.615 C15H11BrClF3N2O 1 0.280 315

Cyflumetofen 447.454 C24H24F3NO4 1 0.255 28

Cyhalothrin-
gamma

449.854 C23H19ClF3NO3 1 0.253 73

Cyhalothrin-
lambda

449.854 C23H19ClF3NO3 1 0.253 1,431

Dithiopyr 401.41 C15H16F5NO2S2 1 0.284 1

Ethalfluralin 333.267 C13H14F3N3O4 1 0.342 11,437

Fipronil 437.141 C12H4Cl2F6N4OS 2 0.522 809

Flonicamid 229.162 C9H6F3N3O 1 0.498 168

Fluazifop 327.259 C15H12F3NO4 1 0.348 1,887

Fluazinam 465.089 C13H4Cl2F6N4O4 2 0.490 407

Flubendiamide 682.392 C23H22F7IN2O4S 2 0.334 233
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Namea MWa Formulaa Number of C-CF3 

moietiesa

Molar yield of  
TFA

Estimated tonnes 
of TFA

Flucarbazone 396.297 C12H11F3N4O6S 1 0.288 105

Flufenacet 363.331 C14H13F4N3O2S 1 0.314 2,623

Flumetralin 421.733 C16H12ClF4N3O4 1 0.270 306

Fluometuron 232.206 C10H11F3N2O 1 0.491 12,618

Fluopicolide 383.576 C14H8Cl3F3N2O 1 0.297 30

Fluopyram 396.717 C16H11ClF6N2O 2 0.575 292

Fluridone 329.322 C19H14F3NO 1 0.346 27

Flutolanil 323.315 C17H16F3NO2 1 0.353 1,229

Fluvalinate 502.918 C26H22ClF3N2O3 1 0.227 4

Fomesafen 438.758 C15H10ClF3N2O6S 1 0.260 6,519

Isoxaflutole 359.319 C15H12F3NO4S 1 0.317 1,405

Lactofen 461.774 C19H15ClF3NO7 1 0.247 1,120

Mesotrione 
(trembotrione)

461.774 C17H16ClF3O6S 1 0.259 4,565

Novaluron 492.706 C17H9ClF8N2O4 1 0.231 221

Oxyfluorfen 361.701 C15H11ClF3NO4 1 0.315 3,117

Prosulfuron 419.379 C15H16F3N5O4S 1 0.272 151

Saflufenacil 500.85 C17H17ClF4N4O5S 1 0.228 525

Tefluthrin 418.736 C17H14ClF7O2 1 0.272 1,893

Thiazopyr 396.376 C16H17F5N2O2S 1 0.288 7

Trifloxystrobin 408.377 C20H19F3N2O4 1 0.279 1,492

Trifluralin 335.283 C13H16F3N3O4 1 0.340 65,327

Triflusulfuron 478.403 C16H17F3N6O6S 1 0.238 30

Total 122,604

a Data from [254]. Data on use of pesticides in the United States are from [257]. See Appendix Table 2 for annual quantities.
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It should be noted that these estimated values are based on worst case assumption of highest estimated use and complete conversion 
of all C-CF3 moieties in the chemical to TFA. Global use of pesticides in 2019 was estimated as 4,190,985 tonnes with 495,475 tonnes in 
North America [259], approximately 12% of the global use. Because of selection for resistance and the availability of alternatives, some 
of the pesticides included in Table 4 are no longer in use and the use-pattern of those currently in use will likely change in the future. For 
this reason and the lack of data on global pesticide use, the estimates of total global contribution to loads of TFA are uncertain; however, 
in comparison to future loads of TFA resulting from the release of chemicals under the purview of the Montreal Protocol, the potential 
contribution from pesticides is small.

A recent analysis of sources of TFA in the environment from the German Environment Agency [259] reported on precursors of TFA and 
included uses of refrigerants gases and other uses of chemicals for 2016–2018. Most of the TFA was estimated to be sourced from five 
products. The potential annual production of TFA from use of pesticides in Germany was 504 tonnes per year (Fig. 14), based on a mean 
of 3 years) but should not be compared directly with the data from the United States (Table 4), which presents total estimated use over 
26 years. 

Fig. 14 Maximum possible annual emissions of TFA from plant protection products in Germany for active ingredients that can 
theoretically form TFA. Data based on mean sales volume of each of the active substances over the three years 2016, 2017 and 
2018 (Figure from [259]).

3.6 Human and environmental risks associated with trifluoroacetic acid in the environment

3.6.1 Risks from exposure to TFA in terrestrial animals
Since the last Quadrennial Assessment, only one report on the potential effects of TFA in mammals was found in the literature [260]. 
This was a report on the effects of exposure to TFA salts via drinking water in male laboratory rats. The tests followed OECD guidelines 
(Tests 417 and 452 [261]) and exposures were for 90, 370, and 412 days at concentrations in the drinking water of 0 (control), 30, 120, 
and 600 mg TFA a.e. L-1. The latter concentration was equivalent to a daily intake of 37.8 mg TFA kg-1 (b.m.). Responses measured were 
activity of the enzymes alanine-amino-transferase (ALT) and glutamate-pyruvate-transferase (GPT) in the blood. No significant effects 
were observed at 30 mg L-1 for any time of exposure but a significant increase in ALT activity was observed at 120 and 600 mg TFA a.e. L-1 
at 370 days but not at 412 days. No effects on GPT were reported. In a second study with exposures for 14, 28, and 90 days to 0, 600, 
1200, and 2400 mg TFA a.e. L-1, no significant effects on ALT were observed. Increases in the activity of enzymes in or originating from 
the liver are considered as compensatory unless accompanied by physiological responses such as loss of weight. This reported effect 
does not change the conclusion that TFA is of low toxicity in mammals.
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An extensive review of the potential effects of TFA in the environment published by the German Environmental Agency [214] did not 
identify any risks other than the persistence of TFA in the environment, which is a legislative rather than toxicological criterion. The 
concentrations of TFA in beer and tea discussed above are small when compared to the NOED of TFA in mammals. This indicates that 
the risk to humans from residues of TFA in beer and tea are de minimis (of little importance).

3.6.2 Risks of exposure to TFA in aquatic organisms
Since the last Quadrennial Assessment, one new toxicity test for an aquatic organism was located. This was a retest of the most sensitive 
alga (Raphidocelis subcapitata) conducted on behalf of Solvay [192]. The study protocol followed OECD guideline 201 [261]. Effect 
values were based on growth. A no observed effect concentration (NOEC) of 2.5 mg a.e. L-1 (2,500,000 ng L-1) was reported based 
on inhibition of growth. Being a more recent study conducted under OECD guidelines, this data point was substituted for the older 
(1999) study used in the 2016 risk assessment [232] and is illustrated in Fig. 15. Although this new study on R. subcapitata has not been 
published in the literature, the study was conducted under Good Laboratory Practice Guidelines with Quality Assurance and Quality 
Control [262]. The detailed report of the study was reviewed by ECHA [263] and was classified as “reliable without restriction”, hence it 
has been used here in the characterisation of the toxicity of TFA to aquatic organisms.

The margin of exposure between the distribution of NOECs and the observed and expected concentrations in the oceans and 
endorheic basins is several orders of magnitude and is indicative of de minimis risk. 

Fig. 15 A log-probability cumulative frequency plot of no observed effect concentrations (NOEC) of trifluoroacetic acid salt 
compared to various environmental concentrations in water. The dashed vertical green line indicates the NOEC for TFA-Na salt 
in microcosms is a toxicology-based criterion.

3.6.3 Environmental persistence of TFA as an assessment criterion
Environmental persistence is one of the criteria used to identify persistent organic pollutants (POPs), such as those regulated under the 
purview of the Stockholm convention. Persistence alone has been suggested to be a criterion for regulatory action [264]. The suggested 
threshold for this classification is a degradation half-life > 6 months. The stability of TFA and its salts indicates a half-life >> 6 months, 
but our opinion is that persistence should only be considered as a regulatory criterion for substances that are moderately or highly toxic 
and/or are bioaccumulative in organisms and/or undergo trophic magnification. TFA does not bioaccumulate nor is it toxic at the low to 
moderate exposures currently measured in the environment or those predicted in the distant future. 
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3.7 Other issues relevant to the degradation of fluorinated chemicals and release of TFA

3.7.1 Potential effects of hydrofluorocarbons and hydrofluoroolefins on tropospheric ozone
The photochemistry of CFC replacements, including HFCs and halogenated olefins, could impact air quality through formation of 
tropospheric O3 on urban or regional scales. The spatial and temporal variation in VOC emissions, non-linear chemistry of the reacting 
chemical species, and complex atmospheric mixing and transport factors, all contribute to large uncertainties and thus complicate this 
assessment. In the past, e.g., [265], the potential impact has been addressed based on the indices of either the photochemical ozone 
creation potential (POCP) [266] or the Maximum Incremental Reactivity (MIR) index [267]. The MIR index values reflect the mass (grams) 
of ozone formed relative to the mass (grams) of VOC emitted. The POCP is a relative potential determined from the effect of a small 
incremental increase in the emission of a chemical on the calculated amount of O3 formed, relative to the effect of an identical mass 
emission of ethene as a reference chemical. The former was developed with a focus on ozone formation in urban plumes and mainly 
in a United States urban-scale context. The latter addresses ground-level ozone formation on the regional, multi-day episode scale, 
as it most often occurs in Europe, here being predominantly a long-range transboundary and transport air quality issue. Both indices 
require fully speciated emission inventories and non-trivial model calculations. However, the POCP values can also be estimated to a first 
approximation based on structure and reactivity of the VOC, which is especially useful for VOCs for which no full chemical mechanisms 
have been implemented in atmospheric model studies, i.e., for many of the HFCs and HFOs discussed here. 

With the exception of a 3-D global modeling study (Geos Chem) of the impact of HCFO-1233zd(E) [215], there have been no new 
reports of POCPs/MIR values for the HFCs and HFOs/HCFOs in the literature over the last review period. Recently, a methodological 
update to the original POCP estimation method has become available [268] (see Appendix, SI Sect. 3 for details). Table SI 3 (Appendix) 
lists the updated POCP values for CFCs and their replacements, based on the most recent reactivity evaluations and estimated for both 
north-west European and United States urban reference conditions. These values now provide index values on the same comparable 
scale and can be used as an approximate indicator of the potential impact on tropospheric ozone from the CFC replacements. In 
general, first- and second-generation CFC replacements, HCFCs and HFCs, have very small POCP values. Many of the common HFOs, 
with some exceptions, have POCP values that lie between those for methane (0.57/0.22) and ethane (10.91/4.52). The POCP values 
for HFOs are generally larger than those for the analogous HFCs, but much smaller than those for the parent alkenes. This is consistent 
with the few explicit MIR modeling studies of HFOs available in the literature. e.g., [267,269]. It is clear from these studies, and from 
the values in Table SI 3 (Appendix) that substitution of e.g., HFC-134a emissions for an equal mass of HFO-1234yf emissions, would 
lead to an increase in POCP-weighted emissions (two orders of magnitude). Still, MIR studies and atmospheric modeling studies of 
HFO-1234yf, have shown that O3 production from HFO-1234yf is indistinguishable from that from ethane (also consistent with Table SI 
3, Appendix), and that replacing HFC-134a in vehicle air conditioning units with HFO-1234yf across the United States has a negligible 
impact (< 0.01 %) on the formation of tropospheric ozone. It is clear from the above, that the small increases in tropospheric ozone 
formation generated from a transition from HFC emissions to emissions of HFOs would not be of concern.  

3.7.2 Relevance of trifluoroacetaldehyde, a precursor of TFA, is increasing
With the transition from HFCs to third-generation alternatives such as HFO-1234ze(E) and HCFO-1233zd(E), the atmospheric abundance 
of CF3CHO, (estimated 40° latitude, annually averaged diurnal tropospheric lifetime of ≤ 2 days [210]) is expected to increase in source 
regions. Ambient concentrations of HFO-1234ze and HCFO-1233zd(E) have been measured in central Europe (Germany) at urban, 
semi-urban, and remote sites from 2011 onwards [270-272]. As discussed in Sect. 3.2, these chemicals give CF3CHO as an intermediary 
product of atmospheric degradation, with a yield of 100%. In 2020 the measured mean abundances of HFO-1234ze and HCFO-
1233zd(E) in central Europe at Jungfraujoch (remote, 3580 m above sea level) were 0.98 ng m-3 (0.21 pptv) and 1.01 ng m-3 (0.19 pptv), 
respectively. This is an increase from 0.18 ng m-3 (0.039 pptv) and 0.02 ng m-3 (0.003 pptv) in 2013 at this same measurement station. 
A recent 3D global chemistry and transport model study [273] suggests significant increases in the abundance of CF3CHO in source 
regions, as well as in the global background, however, it appears that the model of Wang et al. does not include photolysis of CF3CHO, 
which is the major tropospheric sink for CF3CHO (see above). They employed a high and a low emissions scenario for HFO-1234ze (12.6 
or 124.4 ktonne yr-1 by 2050) and predicted annual average mixing ratios of 11 ng m-3 (2.7 pptv) for CF3CHO in China (source region) 
and 0.7 ng m-3 (0.18 pptv) as a global average for their low emissions scenario. For their high emissions scenario, they predict annual 
mixing ratios in China of 413 ng m-3 (103 pptv). These values are all significantly larger than those (< 5 pg m-3 level) which can be inferred 
from a 3-D global chemistry model study of the atmospheric degradation of HCFO-1233zd(E) with contemporary emissions estimates 
(0.5 Gg yr-1) [215]. The stark difference in the two studies can be explained by the difference in CF3CHO chemistry employed by the two 
models. Due to the fast photolysis of CF3CHO, concentrations of CF3CHO are unlikely to build up to ng m-3 levels locally or globally.

3.7.3 Sinks for CF3CHO: A photolytic source of HFC-23 and CF3CHO-hydrate formation
The dominant overall sink for CF3CHO is thought to be photolysis [210]. The photolysis can proceed through three principal pathways:

 (1a) CF3CHO + hv → CF3 + HCO

 (1b) CF3CHO + hv → CF3H + CO

 (1c) CF3CHO + hv → CF3CO + H
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Chiappero et al. [210] reported a quantum yield of φ 1a = 0.17 ± 0.03 and no indication of reaction 1b occurring in the 308 nm photolysis 
of CF3CHO. However, a recent study by Campbell et al. reported that reaction 1b has a quantum yield at 308 nm of φ 1b = 0.01 ± 0.005, 
and that in effect 11 ± 5.5% of CF3CHO would undergo reaction via reaction 1b in the atmosphere to yield CF3H (HFC-23) [274]. CF3H 
is a strong GHG (GWP = 12,690), and its photochemical formation through reaction 1b could, in effect, present an additional and 
potentially significant contribution to the radiative forcing of climate of the parent CFC alternatives. The study of Campbell et al. 2020 
[274] was based on an indirect technique using CO as a marker for pathway 1b and conducted at very low, sub-atmospheric pressure 
and temperatures. A subsequent chamber study at atmospheric pressures by Sulbæk Andersen and Nielsen [275] using broad-band 
actinic radiation shows no formation of CF3H in the tropospheric photolysis of CF3CHO and an estimated upper limit for the yield 
of CF3H of 0.3 % was established. Whereas the study of Sulbæk Andersen and Nielsen [275] was carried out under tropospheric 
conditions, none of the past photolytic studies were performed using the same photolysis sources and detection methods. As 
suggested by Sulbæk Andersen and Nielsen [275], investigations of the photolysis at wavelengths relevant to the upper troposphere/
lower stratosphere would be of interest for a more comprehensive modeling of the atmospheric photolysis of CF3CHO.

The yield of TFA from CF3CHO may depend on whether it remains in gaseous form. It has been reported that formaldehyde is 
efficiently converted to gaseous formic acid via a multiphase pathway involving a hydrated form of formaldehyde [276]. Earlier, using 
computational methods, Rayne and Forest [277] suggested that CF3CHO will be dominantly present as the hydrated form in aqueous 
solution. The reaction of OH radicals with the hydrated form of CF3CHO in the gas phase is known to be an effective route for formation 
of TFA (100%) [211]; however, to what extent CF3CHO could be removed from the atmosphere through wet scavenging and undergo 
multiphase chemistry is unknown.

3.7.4 CF3CHO and TFA: Interactions with particle growth and formation of new particles
Recent simulations have shown that both CF3CHO and TFA can participate in particle growth and particle formation processes [278-
280] However, these processes are highly dependent on season and atmospheric conditions. The reaction of CF3CHO/(CH3)2NH/H2O 
can compete well as a sink for CF3CHO at night (when photolysis is not occurring and concentrations of OH radical are low) if relative 
humidity and dimethylamine concentrations are high. 

TFA enhances the formation rate of new dimethylamine/sulfuric particles significantly (up to 227-fold [278]), but only under conditions 
of relatively low temperatures and sulfuric acid concentrations, and relatively high TFA and dimethylamine concentration. With 
increasingly effective regulations on emissions of sulfur-containing pollutants, the enhancement of new particle formation by TFA may 
become increasingly important in urban areas where emissions of sulfur are expected to decline.

3.7.5 Potential impact of reactions of TFA with stabilised Criegee intermediates
Stabilised Criegee intermediates (SCI), highly reactive chemicals formed in the atmosphere, react rapidly with perfluorinated carboxylic 
acids (PFCAs), including TFA, producing hydroperoxyfluoroesters. This is likely the dominant gas-phase fate of PFCAs [281], although 
this only constitutes a temporary reservoir. SCIs exist in the greatest concentrations over forested regions, where emissions of biogenic 
alkene are high. The lifetime of TFA would be as short as 2 days over land areas with significant SCI-mediated loss, such as in tropical 
forests [216]. However, hydrolysis of the ester products, and reaction with OH, simply regenerates TFA; therefore, reactions of TFA with 
SCI are unlikely to have a substantial impact on the overall loss of gas-phase TFA [281]. In effect, the SCI-mediated oxidation products 
were found to have no significant impact on concentrations or distributions of TFA in the atmosphere [216] and this is not a pathway for 
net destruction of TFA in the environment.

3.8 Conclusions and uncertainties
TFA is a perfluorinated acid that has been included in the class of per- and polyfluoroalkyl substances (PFAS). This class of chemicals 
contains 4730 substances, of which about 256 are in commercial use. Even in the subclass of perfluorinated alkanoic acids, the physical, 
chemical, and biological properties of these substances differ widely, mostly in relation to length of the alkyl chain. To regulate these 
substances as a class (as has been suggested) is not scientifically defensible and TFA should be treated as a unique chemical for the 
purposes of regulation.

TFA is an acid when formed in the atmosphere but on reaching the surface (soil or water) it forms salts with alkali metals (e.g., sodium, 
potassium, calcium etc.). Because of its lack of reactivity, TFA salts are persistent in the environment and estimates of half-life are 
uncertain but could be in the range of centuries or millennia. This persistence is not a major concern because it does not react with 
biomolecules. TFA and its salts are easily excreted by animals and do not bioaccumulate in food chains. Salts of TFA have low toxicity to 
animals and plants and there are very wide margins between current/projected exposures and toxicity values.

One source of TFA in the environment is the degradation of replacements for chemicals that contribute to the destruction of 
stratospheric O3. These are the HCFCs, HFCs, and HFOs, all of which are replacements for chemicals that fall under the purview of the 
Montreal Protocol. Some of these products are greenhouse gases and contribute to global climate change. Because of this, there is a 
trend to replace long-lived HCFCs and HFCs with HFOs, which have very short atmospheric lifespans and do not contribute to climate 
change. The use of these replacements is monitored under the auspices of the Montreal Protocol and estimates of current and future 
releases of TFA are regularly assessed. These releases will add to the existing load of TFA in the environment but predicted amounts are 
well below the threshold for concern with respect to human and environmental health.
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Initial reactions in the atmospheric degradation of HCFCs, HFCs, and HFOs that lead to TFA are well understood. Some uncertainties 
still exist for the atmospheric fate of CF3CHO. With the transition from HFCs to HFOs, the importance of the degradation product, 
CF3CHO, in the environment is increasing. Nevertheless, CF3CHO is likely to be only a minor source of TFA. Other than HCFCs, HFCs, 
and HFOs, there are additional sources of TFA in the environment. TFA is used as a laboratory reagent and is the starting material 
for many industrial products. It is formed from combustion of fluoropolymers and as a terminal breakdown product of fluorinated 
pharmaceuticals and pesticides. Fugitive releases have resulted in high levels of contamination near manufacturing facilities and 
TFA is routinely detected in surface waters. Other than precipitation, which contains TFA formed in the atmosphere, the sources for 
TFA in surface waters are uncertain. However, preliminary estimates of possible releases from use of pesticides in the United States 
and Germany suggest that total amounts are less than those from HCFCs, HFCs, and HFOs. Amounts released from degradation of 
pharmaceuticals are very uncertain and amounts from fugitive releases from manufacturing are completely unknown.

TFA released into the environment will eventually collect in terminal basins such as endorheic lakes or the oceans. Because the HCFCs 
and HFCs are long-lived in the atmosphere, they distribute globally and TFA from these substances is more evenly deposited. The HFOs 
and HCFOs have shorter lifetimes in the atmosphere and deposition of TFA from these substances is likely to be more localised. This 
will result in greater concentrations near the locations of release. This is unlikely to present a risk to humans or the environment in these 
locations but changes in concentration in surface water (or soil) would respond rapidly to releases. Monitoring of the environment for 
residues of TFA would provide an early warning if trends in concentration indicate rapid increases.

Presence of TFA in precipitation and flowing waters will be driven by release from precursors and other sources as well as the hydrology 
and will likely fluctuate. Concentrations in terminal basins such as the oceans will fluctuate less but will be dependent on rates of inputs 
from precipitation and rivers. Once in the oceans, concentrations will be influenced by rates of input of fresh water as well as currents 
and mixing in the oceans. Current and projected (to 2100) concentrations of TFA in the oceans provide a very large margin of exposure 
(thousand-fold) when compared to thresholds of toxicity and risks to the environment and human health are de minimis. However, there 
is some uncertainty in the environmental toxicity values because only two marine species are included in the toxicity data set for aquatic 
species; and marine macrophytes, which are keystone species with respect to habitat, have not been tested.

There are several national and regional programmes that monitor and report on concentrations of chemicals such as pesticides in 
surface water. For example, the National Water-Quality Assessment programme in the United States [257] and NAIADES programme in 
France [282]. These programmes have the infrastructure to routinely sample flowing waters from many watersheds and analyse these for 
residues of pesticides. It should not be difficult or costly to include TFA in these analyses. If started soon, these data could be useful in 
characterising inputs of TFA from the short-lived HFOs as well as in identifying point-sources of industrial inputs.

4 Knowledge gaps

There have been significant efforts to improve air quality through reductions in VOCs and NOx emissions. However, major uncertainties 
remain for future emissions scenarios, as well as changes in environmental conditions such as UV-B radiation, temperature, and humidity, 
which are sensitive to changes in stratospheric O3 and climate. Furthermore, models need to be improved to better characterise the 
production and destruction of ground-level O3 in complex urban VOC-NOx mixtures, the propensity for producing SOA, and the 
contribution of the transport of stratospheric O3 to the troposphere.

Knowledge of global OH concentrations and their variability must be enhanced to constrain the estimated atmospheric lifetime of the 
many gases removed by OH. This will require improved assessment of anthropogenic and natural emissions of species that control 
the concentration of atmospheric OH, including CO, methane, and NOx. Better methods are needed to estimate global-scale OH 
concentrations, since the use of methyl chloroform for this purpose has become less reliable due to its rapidly decreasing emissions.

Some uncertainties remain in our understanding of the sources, routes of formation, and environmental fate of TFA. Identification and 
quantification of potential natural sources of TFA are urgently needed. 

Similarly, better local/regional emission inventories are needed for short-lived precursors of TFA arising from CFC-replacements, as well 
as characterisation of all other anthropogenic sources of TFA. In addition, reliable estimates of yields of TFA are required for current and 
new replacement compounds and their partially oxidised degradation intermediates. Finally, there is some uncertainty in toxicity values 
for TFA because of the limited number of marine species tested.
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5 Conclusions

UV-B radiation has positive and negative impacts on tropospheric air quality. UV-B radiation is essential to the formation of 
photochemical smog, including ground-level O3, particulate matter, but is also essential for removing pollutants from the atmosphere. 
Thus, changes in UV-B radiation have consequences for both air quality and the lifetime of many gases, including some GHGs and 
VSLSs. Poor air quality remains a major health problem globally, despite progress in reducing anthropogenic emissions of air pollutants. 
The Montreal Protocol has prevented large increases in UV-B radiation; however, interactions with climate change complicate 
predictions. Future changes in UV-B radiation are uncertain but present substantial dangers given the widespread vulnerability of 
humans to e.g., photochemical smog. 

The Montreal Protocol has led to the replacement of ODSs with fluorinated chemicals, some of which can undergo degradation in the 
atmosphere to give TFA in various yields. TFA is known to have a long environmental lifetime and accumulates in surface and ground 
waters. At present, there are large uncertainties associated with the concentrations of TFA in various environmental compartments in 
some regions, as well as the relative proportion of anthropogenic sources related to the Montreal Protocol, compared to the other 
anthropogenic and natural sources. There is some uncertainty in toxicity values because of the limited number of marine species tested. 
Current and predicted concentrations (to year 2100) of TFA in the oceans provide a large margin of exposure (thousand-fold) when 
compared to thresholds of toxicity. 

The topics of this assessment align closely with several of the Sustainable Development Goals (SDGs) [283]. Issues in air-quality (Sect. 
2) specifically relate to SDG 3 (Good Health and Well-being), but also inform SDG 2 (Zero Hunger – via damage to crops), SDG 11 
(Sustainable Cities and Communities – via impacts on livability), and SDG 13 (Climate Action – via OH controlling the lifetimes of many 
climate-relevant gases). Atmospheric processing of CFC-replacements leading to persistent chemicals such as TFA (Sect. 3) raises 
concerns about SDG 12 (Responsible Consumption and Production) and in the context of SDG 6 (Clean Water and Sanitation – via 
accumulation in sources of drinking water).
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APPENDIX 

Changes in tropospheric air quality related to the protection of 
stratospheric ozone in a changing climate 

S. Madronich, B. Sulzberger, J. D. Longstreth, T. Schikowski, M. P. 
Sulbæk Andersen, K. R. Solomon, and S. R. Wilson

SI 1 Physical, chemical, and biological properties of the linear perfluorinated carboxylic acids

SI Table 1. Physical, chemical, and biological properties of the linear perfluorinated carboxylic acids from 2-8 carbons. BP, 
boiling point; NOEL, no observed effect level; NOEC, no observed effect concentration.

Property Trifluoro-
acetic 

acid

Perfluoro-
propanonic 
acid

Perfluoro-
butanoic  
acid

Perfluoro-
pentanoic 
acid

Perfluoro-
hexanoic  
acid

Perfluoro-
heptanoic 
acid

Perfluoro-
octanoic  
acid

Abbreviation TFA PFPrA PFBA PFPeA PFHxA PFHpA PFOA

CAS# 76-05-1 422-64-0 375-22-4 2706-90-3 307-24-4 375-85-9 335-67-1

Molecular 
formula

CF3COOH CF3CF2CO OH CF3(CF2)2CO 
OH

CF3(CF2)3 
COOH

CF3(CF2)4 
COOH

CF3(CF2)5 
COOH

CF3(CF2)6 
COOH

# of C atoms 2 3 4 5 6 7 8

Molecular 
weight

114.02 164.03 214.04 264.05 314.05 414.0 464.08

BP (°C) 73 96.5 121.0 140 a 157 188-192 189 f

Solubility 
(H2O mg L-1)

Miscible Miscible Miscible 122,600 21,700 3400-9500 9500

Vapour 
pressure (Pa)

11 3.93* 1307 a 1057 263 1.77 a 1.72 a

Log KOW 0.5 1.5 a 2.43 a 3.262 a 3.48 5.024 a 5.905 a

Henry’s Law 
Constant (atm 
m-3 mol-1)

1.11 × 10-7 4.43 × 10-6 a 0.0051 a 0.029 a 0.174 a 1.521 a 3.044 a

pKa 0.3 0.38 a -0.2-0.7 -0.06 -0.13 -0.15 -0.16-3.8

KOC (L kg-1) 0.17-20 12.7 a 58 a 270 a 1247 a 5761 30,440

Acute oral 
toxicity in rat 
(mg kg-1)

> 500 > 750 NA NA 1750-5000a NA NA

NOEL (rat mg 
kg-1)

114 b NA 3.01 NA 15-30 b NA NA
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Property Trifluoro-
acetic 

acid

Perfluoro-
propanonic 
acid

Perfluoro-
butanoic  
acid

Perfluoro-
pentanoic 
acid

Perfluoro-
hexanoic  
acid

Perfluoro-
heptanoic 
acid

Perfluoro-
octanoic  
acid

NOEL Repro. 
(rat, mg kg-1)

NA NA 50 NA 35 j 100 c 0.1 c

NOEC most 
sensitive 
aquatic plant 
(ng L-1)

2.5 x 106 d 1.44 x 107 e 6.21 x 108 e > 1.00 x 109 e NA > 1.02 x 109 e 5.80 x 103 e

NOEC most 
sensitive 
aquatic 
animal (ng L-1)

LC50 = 7 × 
107 e

LC50 = 

8.0 × 107 f

LC50 = 

1.1 × 108 f

LC50 = 

1.3 × 108 f

LC50 = 

1.4 × 108 f

LC50 > 

1.02 × 106 f

LC50 = 

1.5 × 108

Half-life in 
rats g

34–48 h i NA 1-9 h NA 2-5 h 1.4-2.4 h 44-322 h

Half-life in 
humans g

16 h NA 72-81 h NA 14-49 d j 1.2-1.5 y 2.1-10 y

Unless otherwise stated, references are from (PubChem, 2022). Other sources are: a (RSC, 2022) b (NICNAS, 2016) c (EFSA, 
2020) d (Chabot, 2017) e (Boudreau, 2002) f (Wang et al., 2014) g (ATSDR, 2021) h (Boutonnet et al., 1999).

SI 2. Pesticide usage in the USA

SI Table 2. Annual usage of pesticides containing one or more trifluoromethyl moieties in the USA from 1992 to 2018.

SI Table 2. Annual usage of pesticides containing one or more trifluoromethyl moieties in the USA from 1992 to 2018.

Name MW Formula #C-CF3 Molar Yield 
TFA

Molar Yield 
TFA-Na salt

Multiplier 
in lb 19

92

19
93

19
94

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

20
14

20
15

20
16

20
17

20
18 TFA 

tonnes
TFA-Na 
tonnes

acifluorfen 361.657 C14H7ClF3NO5 1 0.315 0.376 1000000 1.5 1.4 2.1 1.6 2.2 1.7 1 0.7 0.7 0.7 0.5 0.4 0.4 0.4 0.3 0.2 0.2 0.4 0.3 0.3 0.3 0.8 1.2 1 1.1 1 1.3 3332 3975
bicyclopyrone 399.366 C19H20F3NO5 1 0.286 0.341 1000000 0 0.2 0.3 0.4 117 139
bifenthrin 422.872 C23H22ClF3O2 1 0.270 0.322 1000000 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.4 0.4 0.4 0.3 0.2 0.4 0.5 0.8 0.8 0.8 1.6 1.6 1.5 1.3 1.4 1.7 1.8 2116 2524
chlorfenapyr 407.615 C15H11BrClF3N2O 1 0.280 0.334 1000000 0.1 1.4 0.1 0.9 0 0 315 376
cyflumetofen 447.454 C24H24F3NO4 1 0.255 0.304 1000 1 40 70 65 66 28 33
cyhalothrin-gamma 449.854 C23H19ClF3NO3 1 0.253 0.302 1000000 0 0 0 0 0 0 0 0 0.1 0.1 0.1 0.1 0 0.1 0.1 73 88
cyhalothrin-lambda 449.854 C23H19ClF3NO3 1 0.253 0.302 1000000 0.2 0.2 0.1 0.3 0.3 0.3 0.4 0.3 0.3 0.3 0.4 0.3 0.3 0.4 0.4 0.4 0.6 0.6 0.6 0.6 0.6 0.8 0.8 0.8 0.8 0.8 0.9 1431 1707
dithiopyr 401.41 C15H16F5NO2S2 1 0.284 0.339 1000 0.1 0.1 0.3 0.2 0.3 0.5 0.8 1.1 1.8 2.2 1.7 1 1
ethalfluralin 333.267 C13H14F3N3O4 1 0.342 0.408 1000000 4.8 4 4.6 5.1 4.2 3.2 4.6 4.5 3 2.8 2.2 2.7 2.7 2 1.8 1.5 1.5 1.7 1.6 1.2 1.5 1.4 1.6 1.7 1.4 4 2.4 11437 13643
fipronil 437.141 C12H4Cl2F6N4OS 2 0.522 0.622 1000000 0.2 0.2 0.3 0.4 0.4 0.2 0.3 0.4 0.1 0.2 0.1 0.2 0.2 0.1 0 0 0 0 0 0 0 809 965
flonicamid 229.162 C9H6F3N3O 1 0.498 0.594 1000000 0 0 0 0 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 168 201
fluazifop 327.259 C15H12F3NO4 1 0.348 0.416 1000000 0.8 0.9 0.9 1.1 1 0.1 0.8 0.6 0.6 0.5 0.3 0.4 0.3 0.2 0.3 0.3 0.2 0.4 0.3 0.1 0.2 0.2 0.2 0.4 0.4 0.2 0.4 1887 2251
fluazinam 465.089 C13H4Cl2F6N4O4 2 0.490 0.585 1000000 0 0 0 0.1 0.2 0.1 0.1 0 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.2 0.2 407 485
flubendiamide 682.392 C23H22F7IN2O4S 2 0.334 0.399 1000000 0.1 0 0.1 0.3 0.3 0.2 0.3 0.2 0.1 0 233 278
flucarbazone 396.297 C12H11F3N4O6S 1 0.288 0.343 1000 10 18 19 42 35 60 30 62 33 35 55 82 54 58 55 41 32 80 105 125
flufenacet 363.331 C14H13F4N3O2S 1 0.314 0.374 1000000 0.9 1.2 1.5 1.4 1.3 1.4 1.5 1.3 0.9 1.3 0.9 1.4 0.7 0.4 0.8 0.3 0.1 0.9 0.1 0 0.6 2623 3129
flumetralin 421.733 C16H12ClF4N3O4 1 0.270 0.323 1000000 0.1 0.1 0.1 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.1 0.1 0.1 306 365
fluometuron 232.206 C10H11F3N2O 1 0.491 0.586 1000000 4.7 4.9 6 7.2 5.8 4.9 4.9 3.2 1 0.6 1.1 0.7 0.8 0.6 0.6 0.7 0.5 0.5 0.8 1.1 0.8 0.6 0.7 0.8 1 1 1.2 12618 15051
fluopicolide 383.576 C14H8Cl3F3N2O 1 0.297 0.355 1000 3 7 8 17 26 31 29 31 19 22 32 30 36
fluopyram 396.717 C16H11ClF6N2O 2 0.575 0.686 1000000 0 0.1 0.1 0.2 0.2 0.3 0.3 292 348
fluridone 329.322 C19H14F3NO 1 0.346 0.413 1000 42 29 56 24 24 27 33
flutolanil 323.315 C17H16F3NO2 1 0.353 0.421 1000000 0.1 0.2 0.1 0.1 0.1 0.1 0.1 0.2 0.2 0.2 0.2 0.1 0.2 0.1 0.3 0.4 0.5 0.6 0.4 0.6 0.9 0.7 0.9 0.7 1229 1465
fluvalinate 502.918 C26H22ClF3N2O3 1 0.227 0.270 1000 5.7 1.8 2.5 6.5 2.6 1.7 1.5 1.5 1.4 1.4 1.2 0.8 0.7 0.6 0.6 0.5 0.6 0.6 0.5 0.5 0.5 0.7 0.8 0.8 0.9 0.8 0.7 4 5
fomesafen 438.758 C15H10ClF3N2O6S 1 0.260 0.310 1000000 0.4 0.5 0.6 0.7 1.3 1.2 1.3 1.2 1.4 0.8 0.7 0.7 0.7 0.8 0.7 0.7 0.7 1.6 2 2.6 3 3 3.6 5.1 6.7 7 6.3 6519 7776
isoxaflutole 359.319 C15H12F3NO4S 1 0.317 0.379 1000000 0.3 0.3 0.4 0.5 0.5 0.5 0.5 0.5 0.4 0.3 0.4 0.4 0.6 0.7 0.7 0.8 0.7 0.7 0.7 0.7 1495 1784
lactofen 461.774 C19H15ClF3NO7 1 0.247 0.295 1000000 0.3 0.2 0.3 0.4 0.4 0.4 0.2 0.2 0.2 0.2 0.2 0.1 0.1 0.1 0.1 0.1 0.1 0.3 0.3 0.3 0.5 0.8 0.8 0.9 0.8 0.5 1.2 1120 1336
mesotrione (tembotrio 440.814 C17H16ClF3O6S 1 0.259 0.309 1000000 0 0.5 0.8 1.5 1.8 2 2.1 1.9 1.8 2 2.1 2.5 2.6 2.5 2.9 3.4 4.1 4.4 4565 5446
novaluron 492.706 C17H9ClF8N2O4 1 0.231 0.276 1000000 0 0.1 0 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.9 0.1 0.1 221 263
oxyfluorfen 361.701 C15H11ClF3NO4 1 0.315 0.376 1000000 0.4 0.5 0.5 0.7 1.2 0.7 0.8 1 0.7 0.7 0.6 0.7 0.7 0.7 0.8 0.7 0.7 0.7 0.6 0.9 0.9 1.1 0.9 0.9 1 1.2 1.6 3117 3718
prosulfuron 419.379 C15H16F3N5O4S 1 0.272 0.324 1000000 0 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0 0.1 0 0 0 0 0 0.1 0 0 0 0 0 151 181
saflufenacil 500.85 C17H17ClF4N4O5S 1 0.228 0.272 1000000 0.2 0.3 0.4 0.5 0.6 0.8 0.7 0.8 0.8 525 626
tefluthrin 418.736 C17H14ClF7O2 1 0.272 0.325 1000000 0.4 0.4 0.5 0.5 0.9 0.8 0.8 0.6 0.7 0.6 0.8 1 0.8 0.8 0.8 0.7 0.6 0.4 0.3 0.3 0.5 0.6 0.5 0.4 0.4 0.3 0.2 1893 2259
thiazopyr 396.376 C16H17F5N2O2S 1 0.288 0.343 1000 2 0 1.8 3.2 2.6 6.7 2.6 1.8 6.3 14 2.6 3.6 0 0 3 3.5 3 7 9
trifloxystrobin 408.377 C20H19F3N2O4 1 0.279 0.333 1000000 0.1 0.1 0.1 0.2 0.2 0.3 0.3 0.4 0.5 0.8 0.6 0.7 1 1 1.8 1 0.8 1.2 0.9 1492 1780
trifluralin 335.283 C13H16F3N3O4 1 0.340 0.406 1000000 27 28 31 29 28 27 23 23 21 14 13 13 12 11 11 11 11 7.5 8 8.5 10 8 12 11 8 10 8 65327 77926
triflusulfuron 478.403 C16H17F3N6O6S 1 0.238 0.284 1000 15 22 22 19 17 20 23 17 19 23 18 30 10 2 3 3.5 1 1 1 2 2.5 2.5 1 30 35
US use data from https://water.usgs.gov/nawqa/pnsp/usage/maps/compound_listing.php
Upper estimate of use. 
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SI 3 Estimated photochemical ozone creation potentials (POCPͼs) for ODSs, replacement compounds and related VOCs

The POCP estimation method employed here (Jenkin, 2017) is based on structure and reactivity for the species and different parameters 
for each geographical region (Northwest European or urban USA), and follows the equation POCPͼ = (A × ϓS × R × S × F)+P+ RO3 )-Q, 
where A is a simple multiplier, ϓSdescribes the structure of the VOC, R is a OH reactivity element, S is a parameter related to the size 
of the VOC, and F is parameter that can account for the impact of unreactive carbonyl degradation products (set to 1 for all chemicals 
in SI Table 3). P applies only for chemicals that undergo photolysis at tropospheric conditions (set to 0 for all chemicals in Table 6) and 
Ro3 accounts for the formation of free radicals through the direct reaction of O3 with the VOC. The latter is only included for the aliphatic 
alkenes in SI Table 3, as a) of the compounds in SI Table 3, only these compounds have significant reactivities towards O3, b) the main 
OH formation mechanism requires at least one H atom attached to the carbon adjacent to the double bond – none of the HFO/HCFOs 
have this (Cox et al., 2020), and c) any additional OH formation routes (e.g., from excited CH2OO radicals) are likely to be unimportant. 
Finally, Q applies only for a specific set of aromatic VOCs. 

It is germane to note that the POCP estimation method was developed and tested for application on hydrocarbons, aliphatic olefins, 
and oxygenated VOCs. It was not developed explicitly cover halogenated compounds. Note also that the most recent POCP estimation 
equation published by Jenkin and co-workers (Jenkin, 2017) “for alkenes and unsaturated oxygenates that react significantly with O3", 
contains an error in Eq. (9), which should correctly read “RO3 = E × m” (Jenkin, 2022). The values below are POCPs estimated for both 
North-West European and USA urban conditions, using updated OH radical kinetics.

SI Table 3. Atmospheric lifetimes, OH radical rate coefficients, estimated photochemical ozone creation potentials (POCPε) 
for olefins and related chemicals, calculated for North-West European conditions and USA urban conditions. Unless 
otherwise noted, estimated total atmospheric lifetimes are those quoted in IPCC AR6 (Smith, 2021) and OH rate coefficients 
are from Burkholder et al. (Burkholder et al., 2020). POCP calculated using the (updated) approach by Jenkin et al. (Jenkin, 
2022; Jenkin, 2017). See main text for details.

Chemical Industrial 
Designation

Total Atmospheric 
Lifetime

OH radical rate- 
coefficient, (kOH, 
cm3 molecule-1 s-1, 
298 K, 1 atm)

POCPε, North-
west European 
conditions 
(relative units)

POCPε, 
USA urban 
conditions 
(relative units)

Alkanes

CH4 Methane 11.8 years 6.3 x 10-15 0.6 0.2

CH3CH3 Ethane 58 days 2.4 x 10-13 10.9 4.5

Alkenes

CH2=CH2 Ethene 1.5 days a 7.9 x 10-15 100.4 98.6

CH3CH=CH2 Propene 0.4 days a 2.5 x 10-13 110.6 134.5

CH3CH2CH=CH2 But-1-ene 0.4 days a 3.2 x 10-15 107.1 127.3

ODSs

CH3CCl3 Methyl chloroform 5 years 1.0 x 10-14 0.11 0.04

CHCl2F HCFC-21 1.7 years 2.9 × 10-14 0.38 0.16

CHClF2 HCFC-22 11.9 years 4.0 × 10-15 0.08 0.03

HFCs

CHF3 HFC-23 228 years 3.0 × 10-16 0.01 <0.01
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Chemical Industrial 
Designation

Total Atmospheric 
Lifetime

OH radical rate- 
coefficient, (kOH, 
cm3 molecule-1 s-1, 
298 K, 1 atm)

POCPε, North-
west European 
conditions 
(relative units)

POCPε, 
USA urban 
conditions 
(relative units)

HFCs

CH2F2 HFC-32 5.4 years 1.0 × 10-14 0.30 0.12

CF3CHF2 HFC-125 30 years 1.0 × 10-15 0.02 0.01

CF3CH3 HFC-143a 3.6 years 1.0 × 10-15 0.02 0.01

CF3CH2F HFC-134a 14 years 4.0 × 10-15 0.06 0.02

CHF2CH3 HFC-152a 1.6 years 3.0 × 10-14 0.70 0.27

CF3CHFCF3 HFC-227ea 36 years 1.0 × 10-15 0.01 <0.01

CF3CH2FCHF HFC-245eb 3.2 years 1.0 × 10-14 0.18 0.07

CHF2CHFCF3 HFC-236ea 11.4 years 5.2 × 10-15 0.05 0.02

HFOs/HCFOs

CF2=CH2 HFO-1132a 4.7 days 2.8 × 10-12
19.8 15.6

CHF=CF2 HFO-1123 1.5 days 8.1 × 10-12
15.1 17.5

CH2=CHF HFO-1141 2.6 days 5.0 × 10-12
38.0 33.6

CF2=CF2 HFO-1114 1.1 days 1.0 × 10-11
8.69 11.3

CF3CH=CH2 HFO-1243zf 9.1 days 1.5 × 10-12
11.2 6.56

CF3CF=CH2 HFO-1234yf 12 days 1.1 × 10-12
7.32 4.23

CF3CF=CF2 HFO-1216 5.5 days 2.2 × 10-12
4.65 4.16

Z-CF3CF=CHF HFO-1225ye(Z) 9.9 days 1.3 × 10-12
5.91 3.92

E-CF3CF=CHF HFO-1225ye(E) 5.8 days 2.3 × 10-12
7.25 5.81

E-CF3CH=CHF HFO-1234ze(E) 19 days 7.0 × 10-13
5.60 2.88

Z-CF3CH=CHF HFO-1234ze(Z) 9.9 days 1.4 × 10-12 c
1.51 0.61

CF3CF2CH=CH2 HFO-1345zfc 9 days 1.4 × 10-12
6.96 3.96

E-CF3CH=CHCF3 HFO-1336mzz(E) 122 days 1.3 × 10-13
0.98 0.39
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Chemical Industrial 
Designation

Total Atmospheric 
Lifetime

OH radical rate- 
coefficient, (kOH, 
cm3 molecule-1 s-1, 
298 K, 1 atm)

POCPε, North-
west European 
conditions 
(relative units)

POCPε, 
USA urban 
conditions 
(relative units)

HFOs/HCFOs

Z-CF3CH=CHCF3 HFO-1336mzz(Z) 27 days 4.8 × 10-13
2.90 1.35

E-CF3CF=CFCF3 Octafluoro-2-
butene

31 days 5.8 × 10-13
2.07 1.19

(CF3)2C=CH2

3,3,3-Trifluoro-2-
(trifluoromethyl)-
prop-1-ene

10 days 7.8 × 10-13 d
4.02 2.08

E-(CF3)2CFCH=CHF HFO-1438ezy(E) 43 days b 3.2 × 10-13 1.55 0.65

E-CF3CH=CHCl HCFO-1233zd(E) 42 days 3.5 × 10-13 0.55 0.21

Z-CF3CH=CHCl HCFO-1233zd(Z) 13 days 9.4 × 10-13 1.64 0.67

cyc(-CH=CFCF2CF2-)
1,3,3,4,4 
-Pentafluoro-
cyclobutene

270 days 6.2 × 10-14
2.97 1.34

cyc(-CH=CHCF2CF2-)
3,3,4,4- 
Tetrafluoro-
cyclobutene

84 days 1.7 × 10-13 d
5.86 3.24

a Estimated total lifetime as quoted in Calvert et al. (Calvert et al., 2000).
b IPCC AR6 (Smith, 2021) erroneously gives an atmospheric lifetime of 122 days for this species. The atmospheric lifetime of 43 
days quoted here is calculated as the tropospheric partial lifetime only due reaction with the OH radical. The value is a scaling to 
the lifetime for CH3CCl3 (6.1 years) using k(OH+CH3CCl3, 272 K) = 6.14 × 10−15 cm3 molecule-1 s-1 (Burkholder et al., 2020), and 
the OH rate-coefficient listed in SI Table 3 for E-(CF3)2CFCH=CHF which is essentially temperature independent from 214-296 K 
(Papadimitriou & Burkholder, 2016). 
c JPL Evaluation Number 19 (Burkholder et al., 2020) lists this as 1.35 × 10-13 but it should be 1.37 × 10-12 cm3 molecule-1s-1 (Zhang et 
al., 2015).
d OH rate coefficient from Papadimitriou et al. (Papadimitriou et al., 2015). 

SI 4 Estimated molar yields (%) of TFA from ODS replacements

Emissions and TFA yields in Figure 12 of the main text were estimated as outlined below.

SI 4.1.1  HCFC-123 (CF3CHCl2), 60 ± 10 %

CF3CHCl2 has a global annually averaged lifetime of 1.3 years (Smith, 2021). The main atmospheric fate of CF3CHCl2 is reaction with 
OH radicals in the troposphere. Atmospheric degradation leads to CF3CCl2O alkoxy radicals. Reaction of CF3CCl2O with O2 is of 
minor importance and CF3CCl2O is converted to CF3CClO through Cl elimination (Edney et al., 1991; Hayman et al., 1994; Tuazon & 
Atkinson, 1993). The estimated tropospheric photolytic lifetime for CF3CClO for an overhead sun is 23 days (Calvert et al., 2008). The 
atmospheric lifetime of CF3CClO with respect to uptake and hydrolysis in cloud water is 5-30 days (Wallington et al., 1994). On average 
about 60% of CF3CClO is converted into TFA (Hayman et al., 1994) (see Figure 10 in the main text). The uncertainty in this yield is of the 
order of ± 5%. The yield of TFA in the atmospheric degradation of CF3CHCl2 is expected to be 60 ± 10 %.

CF3CHCl2 has been used as a refrigerant and a fire suppressant. Global annual emissions have been provided in a bottom-up estimate 
by Wuebbles & Patten (Wuebbles & Patten, 2009) as 0.130-0.135 Gg yr−1 for 2009. 

SI 4.1.2  HCFC-124 (CF3CHFCl), ~100%

CF3CHFCl has a global annually averaged lifetime of 5.9 years (Smith, 2021). The main atmospheric fate of CF3CHFCl is reaction with 
OH radicals in the troposphere. Atmospheric degradation of CF3CHFCl leads to CF3CFClO alkoxy radicals. The dominant, if not sole, 
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fate of CF3CFClO is decomposition to give CF3CFO and Cl (Bhatnagar & Carr, 1995; Tuazon & Atkinson, 1993). The atmospheric fate of 
CF3CFO is incorporation into water droplets followed by hydrolysis to give TFA, occurring on a time scale of 5-15 days (Wallington et al., 
1994). The yield of TFA in the atmospheric degradation of CF3CHFCl is expected to be very close to 100%.

CF3CHFCl has been used as a refrigerant and fire suppressant. Global annual emissions have been estimated by Simmonds et al. 
(Simmonds et al., 2017) as 3.3±0.89 Gg yr−1 for 2015. 

SI 4.1.3   HCFC-133a (CF3CH2Cl), 22 – 55 %

CF3CH2Cl has a global annually averaged lifetime of 4.6 years (Smith, 2021). The main atmospheric fate of CF3CH2Cl is reaction with OH 
radicals in the troposphere. The degradation initiated by OH radicals leads to the formation CF3CHClO alkoxy radicals. The atmospheric 
fate of CF3CHClO is decomposition and reaction with O2 (Møgelberg, Nielsen, et al., 1995). Reaction with O2 gives CF3CClO and HO2 
while decomposition can proceed through three channels: 

 CF3CHClO +M  → CF3 + HCOCl + M  (1)

 CF3CHClO +M  → CF3CO + HCl + M  (2)

 CF3CHClO +M  → CF3CHO + Cl + M  (3)

At ground level and at room temperature, decomposition and reaction with O2 are of equal importance, i.e., the yield of CF3CClO is 
52% (Møgelberg, Nielsen, et al., 1995). 

At higher altitudes, the importance of reaction with O2 will increase. If CH3CHClO is formed through reaction of CF3CHClO2 radicals 
with NO this can result in chemical activation of the resulting CF3CHClO radicals, and in turn lead to enhanced decomposition. 

The O2 reaction channel product, CF3CClO, undergoes photolysis in competition with incorporation into water droplets. The estimated 
tropospheric photolytic lifetime for CF3CClO for an overhead sun is 23 days (Calvert et al., 2008). The atmospheric lifetime of CF3CClO 
with respect to uptake and hydrolysis in cloud water is 5-30 days (Wallington et al., 1994). It has been estimated that, on average, 60% 
of CF3CClO is converted into TFA (Hayman et al., 1994). Further reactions of CF3CHClO decomposition products from reaction 2 and 
3, CF3CHO and CF3CO, have the potential to yield TFA. Current understanding of the atmospheric fate of CF3CHO suggests that its 
atmospheric fate is dominated by destruction by photolysis resulting in an atmospheric lifetime of the order of two days (Chiappero 
et al., 2006) (see also Sections 3.2 and 3.7.2 in the main text). Photolysis of CF3CHO leads to CF3 and CHO radicals which cannot 
contribute to the formation of TFA (Sulbæk Andersen & Nielsen, 2022). The rate of reaction of CF3CHO with OH radicals is slow 
(atmospheric lifetime of approximately 20 days), and thus of less importance in the fate of CF3CHO. Any oxidation of CF3CHO initiated 
by OH radicals will produce CF3CO radicals, which undergo reaction with O2 to yield acyl peroxy radicals, CF3C(O)O2. These acyl 
peroxy radicals can react with HO2, NO, or NO2. Reaction of CF3C(O)O2 with HO2 radicals can lead to the formation of TFA (39% yield) 
(Hurley et al., 2006). Finally, on contact with liquid water, CF3CHO can produce aldehyde hydrates (gem-diols). These can, at least 
in the gas-phase, react with OH radicals (lifetime of approximately 90 days) and present an efficient way of generating TFA (Sulbæk 
Andersen et al., 2006). The latter two processes are likely minor fates for CF3CHO. The importance of formation of TFA from the reaction 
of OH with CF3CHO was indirectly accessed by Sulbæk Andersen et al. (Sulbæk Andersen, Schmidt, et al., 2018) in a global modeling 
study of HCFO-1233(zd). This model, which did not include potential CF3CHO-hydrate formation, suggested a 2% yield of TFA from 
CF3CHO. The contribution to TFA from CF3CHO hydrate formation and processing remains highly uncertain (Franco et al., 2021; Sulbæk 
Andersen et al., 2006). Assuming that uptake into cloud water and hydration is efficient, effectively converting CF3CHO into TFA on a 
timescale of 5 days (only limited by transport limitations, i.e., the lower limit for the time taken for transport into clouds (Wallington et al., 
1994)), then a maximum TFA yield of 27% can be expected from the hydrate formation. Thus, the TFA yield from processing of CF3CHO 
is estimated at 2% with an upper theoretical limit of ~ 30%. 

The acyl radical, CF3CO, generated directly in reaction 2 can also lead to formation of TFA, though the reaction with O2 and subsequent 
reaction of the acyl peroxy acyl radical with HO2, as described above. Reaction with HO2 radicals occurs in competition with reaction 
with NO which significantly reduces the maximum possible yield (39%) of TFA from the HO2 reaction with CF3C(O)OO (Hurley et 
al., 2006). If the atmospheric lifetimes for CF3CHO are 2 days and 20 days with respect to photolysis and reaction with OH radicals, 
respectively, then the model results of Sulbæk Andersen and co-workers (Sulbæk Andersen, Schmidt, et al., 2018) suggest, that the 
molar yield of TFA, starting with CF3CO, can be on the order of ~20 ± 10 %. 

Based on the discussion above regarding the fate of CF3CClO, the yield of TFA from hydrolysis of CF3CClO can be calculated as 0.52 × 
(60%) = 31%. An uncertainty of ± 10% is estimated for this yield. Additional contributions from the atmospheric processing of CF3CHO 
or CF3CO could be as much as 0.48 × (2-30%) = 1-14%. Hence, the best estimate of the yield of TFA in the atmospheric degradation 
of CF3CH2Cl is 32%, but with an upper limit of 55% and a lower limit of 22%. Without a detailed atmospheric chemistry and transport 
model study, a more quantitative assessment of the yield of TFA is not possible.

CF3CH2Cl has been used as a chemical feedstock/ intermediate. Global annual emissions have been estimated by Vollmer et al. 
(Vollmer, Rigby, et al., 2015) as ~1.5 Gg yr−

1 for 2014.

SI 4.2.1  HFC-125 (CF3CF2H), ~1–10%

CF3CF2H has an atmospheric lifetime of approximately 30 years (Smith, 2021). The atmospheric fate of CF3CF2H is reaction with OH 
radicals. Reaction with OH produces an alkyl radical that reacts with oxygen to give the peroxy radical CF3CF2O2. The peroxy radical 
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reacts with NO to yield the alkoxy radical CF3CF2O which decomposes to give COF2 and CF3 radicals. However, Ellis et al. (Ellis et al., 
2004) suggested a mechanism by which CF3CF2O2 radicals can react with α-hydrogen containing peroxy radicals (e.g., CH3O2) in the 
atmosphere to give CF3CF2OH in small amounts (1-10%) (Wallington et al., 2006)). CF3CF2OH will eliminate HF to give CF3CFO. The sole 
atmospheric fate of CF3CFO is incorporation into water droplets followed by hydrolysis, occurring on a time scale of 5-15 days to give 
TFA (Wallington et al., 1994). Thus, the yield of TFA from CF3CF2H is estimated as 1–10%.

CF3CF2H is used as a fire suppressant. Global annual emissions have been estimated  as 59.7±9.5 Gg yr−1 in 2015 (Simmonds et al., 
2017). 

SI 4.2.2  HFC-134a (CF3CH2F), 7–20 % 

CF3CH2F has an atmospheric lifetime of 14 years (Smith, 2021). Reaction of OH radicals with CF3CH2F yields CF3CHFO2 radicals, which 
react with either other peroxy radicals, RO2, or NO. Reaction with RO2 yields a stabilized CF3CHFO radical, which can either decompose 
or react with O2 to give CF3CFO. The atmospheric fate of CF3CFO is incorporation into water droplets occurring on a time scale of 5–15 
days (Wallington et al., 1994) and subsequent hydrolysis yields TFA. Reaction of CF3CFO2 with NO can produce excited peroxy radicals, 
CF3CFHO, which undergo rapid decomposition and limit the formation of CF3CFO to a range of 7 to 20 %, depending on conditions 
(see Figure 10 in the main text) (Wallington et al., 1996). Thus, the TFA yield is estimated as 7–20%.

CF3CH2F is used as a refrigerant. Global annual emissions in 2015 were estimated at 209.0±42.9 Gg yr−1 (Simmonds et al., 2017) 
and estimated in the Science Assessment Panel 2022 report (WMO (2022) as 64-192 Gg yr-1 for 2020. The latter is currently the best 
estimate for this refrigerant (see also Table 3 in the main text).

SI 4.2.3  HFC-143a (CF3CH3), 2–30%

CH3CF3 has a global annually averaged lifetime of 51 years (Smith, 2021). The atmospheric fate of CH3CF3 is reaction with OH 
radicals. Reaction with OH produces an alkyl radical that reacts with O2 and NO to yield the alkoxy radical, CF3CH2O. The dominant 
fate of CF3CH2O in the atmosphere is reaction with O2 to give CF3CHO and HO2 (Nielsen et al., 1994). Current understanding of 
the atmospheric fate of CF3CHO suggests that its atmospheric lifetime is dominated by photolysis. As discussed in SI Section 4.1.3, 
atmospheric processing of CF3CHO can lead to formation of TFA in small amounts. Thus, the TFA yield from processing of CH3CF3 is 
estimated at 2%, with an upper limit of ~ 30%. 

CH3CF3 is used as a refrigerant. Global annual emissions in 2015 have been estimated as 27.4±3.0 Gg yr−1 (Simmonds et al., 2017). 

SI 4.2.4  HFC-227ea (CF3CHFCF3), ~100%

CF3CHFCF3 has an atmospheric lifetime of 36 years (Smith, 2021). The atmospheric fate of CF3CHFCF3 is reaction with OH radicals. 
Reaction with OH produces an alkyl radical that reacts with O2 and NO to yield the alkoxy radical CF3CFOCF3. The atmospheric fate of 
CF3CFOCF3 is decomposition via C-C cleavage to give CF3CFO and CF3 radicals (Zellner et al., 1994). The atmospheric fate of CF3CFO is 
incorporation into water droplets followed by hydrolysis to give TFA, occurring on a time scale of 5-15 days (Wallington et al., 1994). The 
yield of TFA in the atmospheric degradation of CF3CHFCF3 is 100%.

CF3CHFCF3 is used as a fire extinguishant. Global annual emissions have been estimated as 2.53±0.99 Gg yr−1 for 2010 (Vollmer et al., 
2011). 

SI 4.2.5  HFC-236fa (CF3CH2CF3), 20 ± 10 %

CF3CH2CF3 has an atmospheric lifetime of 213 years (Smith, 2021). Reaction of OH radicals with CF3CH2CF3 generate CF3CHCF3 radicals 
which react with oxygen and NO to yield the alkoxy radicals, CF3CHOCF3. The sole fate of CF3CHOCF3 is reaction with O2 to yield 
CF3COCF3 (Møgelberg, Platz, et al., 1995). The dominant fate of CF3COCF3 is likely tropospheric photolysis to give CF3 and CF3CO 
radicals. As discussed in SI Section 4.1.3, further reaction of CF3CO radicals with O2 and HO2 radicals can lead to formation of TFA in 
small amounts. Thus, the yield of TFA in the atmospheric oxidation of CF3CH2CF3 is estimated at 20% (± 10%).

CF3CH2CF3 is used as a fire suppressant. Global annual emissions have been estimated  as 0.16±0.11 Gg yr−1 for 2010 (Vollmer et al., 
2011). 

SI 4.2.6   HFC-245fa (CHF2CH2CF3) 1 – 17%

CHF2CH2CF3 has an atmospheric lifetime of 7.9 years (Smith, 2021). The atmospheric fate of CHF2CH2CF3 is reaction with OH radicals. 
Structure activity relationships (SAR) suggests that approximately 56% of the reaction of OH radicals with CHF2CH2CF3 proceeds 
through hydrogen abstraction from the terminal -CHF2 group (Calvert et al., 2008). This will lead to the formation of COF2 and CF3CHO 
as major products (Chen et al., 1997). Hydrogen abstraction from the -CH2- group is expected to produce a ketone, CHF2C(O)CF3, 
through reaction of CHF2CHOCF3 with O2. By analogy to CF3COCH3 (Wallington et al., 1994), the main sink for CHF2C(O)CF3 is 
expected to be photolysis, yielding COF2 and CO2. Thus, the expected yield of TFA in the atmospheric oxidation of CF3CH2CF2CH3 is 
0.56 × (2 – 30%) = 1%, with 17% as an upper limit.

CHF2CH2CF3 is used as a blowing agent. Global annual emissions have been estimated  as 6.77±0.79 Gg yr−1 for 2010 (Vollmer et al., 
2011). 
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SI 4.2.7   HFC-365mfc (CF3CH2CF2CH3), 2–30%

CF3CH2CF2CH3 has an atmospheric lifetime of  8.9 years (Smith, 2021). The atmospheric fate of CF3CH2CF2CH3 is reaction with OH 
radicals. The reaction of OH radicals with CF3CH2CF2CH3 proceeds mainly via attack on the –CH3 group leading to formation of 
CF3CH2CF2CHO, which in turn is oxidized to CF3CHO and COF2 (Inoue et al., 2008). Oxidation of CF3CH2CF2CHO will generate 
CF3CHO and COF2 as secondary products. The only study in the literature on the atmospheric oxidation mechanism of CF3CH2CF2CHO 
used Cl atoms as a surrogate for OH radicals. However, based on SAR, approximately 76% of the reaction of OH radicals, proceeds 
through abstraction at the -CH3 site (Calvert et al., 2008). Reaction at the -CH2- group would produce a ketone, CF3C(O)CF2CH3. 
Further oxidation of CF3C(O)CF2CH3 initiated by OH radicals will generate CF3CO radicals (and COF2, CO and CO2). As discussed in SI 
Section 4.1.3 both CF3CHO and CF3CO radicals can lead to formation of TFA in small amounts. Thus, the expected yield of TFA in the 
atmospheric oxidation of CF3CH2CF2CH3 is 2%, with 30% as the upper limit. CF3CH2CF2CH3 is used as a blowing agent and refrigerant. 

Global annual emissions have been estimated  as 2.87±0.60 Gg yr−1 for 2010 (Vollmer et al., 2011). 

SI 4.2.8   HFC-43-10mee (CF3CF2CFHCFHCF3), 54 – 60% 

CF3CF2CFHCFHCF3 has an atmospheric lifetime of 17 years (Smith, 2021). The atmospheric fate of CF3CF2CFHCFHCF is reaction with 
OH radicals. There has been no mechanistic study conducted on the atmospheric degradation of CF3CF2CFHCFHCF3. SAR suggests 
that approximately half of the reaction proceeds through hydrogen abstraction from the -CHF- group, alpha to the terminal CF3 group. 
(Calvert et al., 2008). Reaction of OH radicals with CF3CF2CFHCFHCF3 followed by reactions with O2 and NO will therefore yield both 
CF3CF2CFOCFHCF3 and CF3CF2CFHCFOCF3 radicals. These will likely undergo decomposition to the give acyl fluorides, CF3CF2CFO 
and CF3CFO, and radicals CFHCF3 and CF3CF2CFH. The latter two will react with O2 and RO2/NO yielding CF3CHFO and CF3CF2CHFO 
radicals. Reaction of CF3CHFO and CF3CF2CHFO (Møgelberg et al., 1997) with NO can produce excited peroxy radicals which undergo 
rapid decomposition (see discussion in SI Section 4.2.2 and Figure 10 in the main text). The decomposition pathways will give CFHO, 
CF3 and CF3CF2 radicals. Reaction with O2 will lead to CF3CFO, and CF3CF2CFO. The atmospheric fate of CF3CFO, and likely also 
CF3CF2CFO, is incorporation into water droplets followed by hydrolysis to give TFA and CF3CF2COOH, occurring on a time scale of 5-15 
days (Wallington et al., 1994). Thus, the yield of TFA in the atmospheric oxidation of CF3CF2CFHCFHCF3 is estimated as 50% + ~0.5 × 
(7 – 20%) = 54 – 60%. A similar yield of CF3CF2COOH is also expected.

CF3CF2CFHCFHCF3 is used a solvent. Annual global emissions of CF3CF2CFHCFHCF have been estimated  as 1.13±0.31 Gg yr−1 for 2012 
(Arnold et al., 2014). 

SI 4.3.1 HFO-1234yf (CF3CF=CH2), ~100%

CF3CF=CH2 has an atmospheric lifetime of 12 days (Smith, 2021). Atmospheric oxidation of CF3CF=CH2 proceeds through OH addition 
to the double bond (see Fig. 10 in the main text). CF3CFO is subsequently formed in a yield of 100%, independent of which side of the 
double bond is involved in the initial OH-addition step (Hurley et al., 2008). The atmospheric fate of CF3CFO is incorporation into water 
droplets occurring on a time scale of 5–15 days (Wallington et al., 1994), and subsequent hydrolysis yields TFA. The yield of TFA in the 
atmospheric oxidation of CF3CF=CH2 is estimated at 100%. 

CF3CF=CH2 is used as a refrigerant. Annual global emissions of CF3CF=CH2 have been estimated in the Science Assessment Panel 2022 
report (WMO 2022) as 30 Gg yr-1 for 2020 (see also Table 3 in the main text).

SI 4.3.2   HFO-1234ze(E) (CF3CH=CHF), 2–30%

CF3CF=CH2 has an atmospheric lifetime of 19 days (Smith, 2021). Atmospheric oxidation of CF3CH=CHF proceeds through OH 
addition to the double bond (Javadi et al., 2008). Subsequent reaction with O2 and NO/RO2 leads to the formation of CF3CHO and 
HC(O)F in yields indistinguishable from 100%. As discussed in SI Section 4.1.3, atmospheric processing of CF3CHO can lead to 
formation of TFA in small amounts. Thus, the TFA yield from processing of CF3CF=CH2 is estimated at 2%, with an upper limit of ~ 30%. 

CF3CH=CHF is used as an aerosol propellant, in expanded polystyrene (styrofoam) insulation industry, and as a refrigerant. Annual 
global emissions of CF3CH=CHF are not known.

SI 4.3.3   HFO-1336mzz(E) (E-CF3CH=CHCF3) and HFO-1336mzz(Z) (Z-CF3CH=CHCF3), 4–60%

E- and Z- CF3CH=CHCF3 have atmospheric lifetimes of 122 and 27 days, respectively (Smith, 2021). Atmospheric oxidation of E- and 
Z- CF3CH=CHCF3 proceeds through OH addition to the double bond. Østerstrøm et al. (Østerstrøm et al., 2017) used Cl atoms in their 
study of the atmospheric oxidation of E- and Z- CF3CH=CHCF3. The OH initiated mechanism has not been studied in detail and remains 
speculative. The initially formed hydroxy-substituted alkoxy radicals will have competing fates of decomposition and reaction with O2. It 
is possible that CF3CHO is formed in this initial step through decomposition, or later through further reactions of possible degradation 
products, such as CF3CH(OH)C(O)CF3. An upper limit for the yield of CF3CHO is 200%. As discussed in SI Section 4.1.3, atmospheric 
processing of CF3CHO can lead to formation of TFA in small amounts. Thus, the TFA yield from processing of CF3CHO is estimated at 
4%, with an upper limit of ~ 60%.

E- and Z- CF3CH=CHCF3 are used as refrigerants. Annual global emissions are not known.
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SI 4.3.4   HCFO-1233zd(E) (E-CF3CH=CHCl) and HCFO-1233zd(Z) (Z-CF3CH=CHCl), 2–30%

E- and Z- CF3CH=CHCl have atmospheric lifetimes of 42 and 13 days, respectively (Smith, 2021). Atmospheric oxidation of E- and 
Z- CF3CH=CHCl proceeds through OH addition to the double bond (Sulbæk Andersen et al., 2012; Sulbæk Andersen, Sølling, et al., 
2018). The atmospheric degradation pathway for CF3CH=CHCl is complex and produces CF3CHO with estimated yield of 100% (see 
Section 3.2 and Figure 11 in the main text). As discussed in detail in SI Section 4.1.3, atmospheric processing of CF3CHO can lead to 
formation of TFA in small amounts. Thus, the TFA yield from processing of CF3CH=CHCl is estimated at 2%, with an upper limit of ~ 
30%. 

E-CF3CH=CHCl is used as a polyurethane foam blowing agent and as a refrigerant. Z- CF3CH=CHCl is used for degreasing of 
mechanical parts and dry cleaning. Annual global emissions for E- CF3CH=CHCl have been estimated by Vollmer et al. (Vollmer, 
Reimann, et al., 2015) as 0.5 Gg yr−1 for 2014. 

SI 4.3.5   2-BTP (CF3CBr=CH2), 2–30%

CF3CBr=CH2 has an estimated atmospheric lifetime of approximately 3 days (Sulbæk Andersen et al., 2009). Atmospheric oxidation 
of CF3CBr=CH2 proceeds through OH addition to the double bond. There is no mechanistic study available in the literature of the 
atmospheric oxidation of CF3CBr=CH2. Sulbæk Andersen et al. (Sulbæk Andersen et al., 2009) speculate that the OH relation leads 
to the formation of an enol CF3C(OH)=CH2 or a carbonyl/alcohol compound, CF3C(O)-CH2OH. These oxidation products would 
be reactive towards OH radicals and, in the case of CF3C(OH)=CH2, possibly undergo keto-enol tautomerization. It is possible that 
CF3CHO is formed though reaction of OH radicals with the oxidation products or though photolysis of the carbonyl products. An upper 
limit for the yield of CF3CHO is 100%. As discussed in SI Section 4.1.3, atmospheric processing of CF3CHO can lead to formation of TFA 
in small amounts. Thus, the TFA yield from atmospheric processing of CF3CBr=CH2 is estimated at 2%, with an upper limit of ~ 30%.

CF3CBr=CH2 is used as a fire extinguishant. Global annual emissions are not known.

SI 4.4.1   Halothane (CF3CHBrCl), 60 ± 10%

CF3CHBrCl has an atmospheric lifetime of 1 year (Smith, 2021). The reaction of OH radicals with CF3CHBrCl proceeds via hydrogen 
abstraction followed by reaction with O2 and NO, and subsequent Br elimination, to give CF3CClO in a yield indistinguishable from 
100% (Bilde et al., 1998). The estimated tropospheric photolytic lifetime for CF3CClO for an overhead sun is 23 days (Calvert et al., 
2008). The atmospheric lifetime of CF3CClO with respect to uptake and hydrolysis in cloud water is 5-30 days (Wallington et al., 1994). 
It has been estimated that, on average, 60% of CF3CClO is converted into TFA (Hayman et al., 1994). The uncertainty on this yield is 
likely on the order of ± 10%. Thus, the TFA yield from atmospheric processing of CF3CHBrCl is estimated at 60 ±10%.

Halothane is used as an inhaled anesthetic agent. Global annual emissions have been estimated by Vollmer et al. (Vollmer, Rhee, et al., 
2015) as 0.25 Gg yr−1 for 2014.

SI 4.4.2   Isoflurane (CF3CHClOCHF2), 95 ± 3%

CF3CHClOCHF2 has an atmospheric lifetime of approximately 3 years (Mads P. Sulbæk Andersen et al., 2012). The atmospheric 
oxidation of CF3CHClOCHF2 proceeds via OH-mediated hydrogen abstraction. An estimated 95% of the reaction occurs at the 
-CHCl- group. Cl elimination subsequently yields the main oxidation product, CF3C(O)OCHF2 (95 ± 3%) (Wallington et al., 2002). 
The atmospheric lifetime of CF3C(O)OCHF2 with respect to reaction with OH is unknown. The atmospheric lifetime for a similar ester, 
CF3C(O)OCH3 is approximately 7.5 months (Blanco et al., 2010; Wallington et al., 1988). The atmospheric lifetime is likely to be longer 
for CF3C(O)OCHF2. Reaction of OH with CF3C(O)OCHF2 is not expected to lead to the formation of TFA. Loss of CF3C(O)OCHF2 via 
uptake into sea water followed by hydrolysis to give TFA is therefore estimated to be a major atmospheric sink for CF3C(O)OCHF2 
(Kutsuna et al., 2004). The expected yield of TFA in the atmospheric oxidation of CF3CHClOCHF2 is 95 ± 3%.

Isoflurane is used as an inhaled anesthetic agent. Global annual emissions have been estimated by Vollmer et al. (Vollmer, Rhee, et al., 
2015) as 0.88 Gg yr−1 for 2014.

SI 4.4.3   Desflurane (CF3CHFOCHF2), 3–20%

CF3CHFOCHF2 has an atmospheric lifetime of 9 years (Smith, 2021). The atmospheric fate of  CF3CHFOCHF2 is reaction with OH 
radicals. No study of the OH initiated oxidation mechanism for CF3CHFOCHF2 exists in the literature. Based on a study of the chlorine 
atom initiated oxidation, Sulbæk Andersen et al. (2012) proposed that the hydrogen abstraction reaction proceeds predominantly 
from the -CHF- carbon group (83%). Only hydrogen abstraction from the terminal carbon will have the potential to lead to TFA (Sulbæk 
Andersen et al., 2012). Hydrogen abstraction from the terminal carbon (17%) will generate CF3CHFOCF2 radicals, which will react 
with O2 and NO to give CF3CHFOCF2O radicals. These will undergo decomposition to give COF2 and CF3CHFO radicals. The latter 
will in one atmosphere of air react with O2 to give CF3CFO (18%) (Sulbæk Andersen et al., 2012). The atmospheric fate of CF3CFO is 
incorporation into water droplets followed by hydrolysis to give TFA, occurring on a time scale of 5-15 days (Wallington et al., 1994). The 
TFA yield from atmospheric processing of CF3CHClOCHF2 can be estimated as 0.17 × 0.18 × (100%) = 3 %. A 20% upper limit of the 
estimate to account for possible differences in the location of hydrogen abstraction for the OH mediated abstraction, i.e., 3 – ~20%.

Desflurane is used as an inhaled anesthetic agent. Global annual emissions have been estimated  as 0.96 Gg yr−1 for 2014 (Vollmer, 
Rhee, et al., 2015).
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SI 4.4.4   Sevoflurane ((CF3)2HCOCH2F), 2–95%

(CF3)2HCOCH2F has an atmospheric lifetime of 1.4 years (Sulbæk Andersen et al., 2021). The atmospheric fate of (CF3)2HCOCH2F is 
reaction with OH radicals. No study of the OH initiated oxidation mechanism for CF3CHFOCHF2 exists in the literature. Based on a study 
of the chlorine atom initiated oxidation, Sulbæk Andersen et al. (2012) proposed that the hydrogen abstraction reaction proceeds 
exclusively from the terminal -CH2F group. Reaction of the initially formed alkoxy radical with O2 and NO yields (CF3)2HCOCHFO, which 
in one atmosphere of air was found to give 7% CF3COCF3 (through decomposition) and 93% (CF3)2HCOCFO (through reaction with O2). 
The dominant fate of CF3COCF3 is likely tropospheric photolysis to give CF3 and CF3CO radicals (Calvert et al., 2008). As discussed in SI 
Section 4.1.3, further reaction of CF3CO radicals with O2 and HO2 radicals can lead to formation of TFA in small amounts (20 ± 10%). The 
major fate of (CF3)2HCOCFO will be dissolution into seawater followed by hydrolysis (Kutsuna et al., 2004). Hydrolysis would possibly 
result in the formation of (CF3)2HCOCOOH(aq), but it is unclear if the hydrolysis of (CF3)2HCOCFO would also lead to TFA. A possible 
upper limit for the estimated yield of TFA from ocean uptake and hydrolysis of (CF3)2HCOCFO is 93%. Thus, the yield of TFA from 
atmospheric processing of (CF3)2HCOCH2F can be estimated as 2% (photolysis of CF3COCF3), with an upper limit of 95% (ocean uptake 
and hydrolysis of (CF3)2HCOCFO). 

Sevoflurane is used as an inhaled anesthetic agent. Global annual emissions have been estimated  as 1.20 Gg yr−1 for 2014 (Vollmer, 
Rhee, et al., 2015).

 

SI 4.4.5   FK-5-1-12 (CF3CF2C(O)CF(CF3)2), 101-110%

CF3CF2C(O)CF(CF3)2 has an atmospheric lifetime of 7 days (Smith, 2021). The atmospheric oxidation of CF3CF2C(O)CF(CF3)2 has 
been studied by Taniguchi et al. (Taniguchi et al., 2003). The main atmospheric fate of CF3CF2C(O)CF(CF3)2 is removal by photolysis. 
Photolysis yields CF3CF2 + C(O)CF(CF3)2 radicals and subsequent reactions of the C(O)CF(CF3)2 yields CF3CFO in a molar yield of unity. 
The atmospheric fate of CF3CFO is incorporation into water droplets followed by hydrolysis to give TFA, occurring on a time scale of 
5-15 days (Wallington et al., 1994). CF3CF2 will react with O2 and NO to give CF3CF2O radicals. Ellis et al. (Ellis et al., 2004) suggested a 
mechanism by which the reaction of molecules such as CF3CF2O react with α-hydrogen containing peroxy radicals (e.g., CH3O2) in the 
atmosphere to give CF3CF2OH in small amounts (1-10%) (Wallington et al., 2006)). CF3CF2OH will eliminate HF to give CF3CFO. Thus, 
the yield of TFA in the atmospheric degradation of CF3CF2C(O)CF(CF3)2 is expected to be essentially 101%, with an upper limit of 110%.
CF3CF2(O)CF(CF3)2 is used as a fire suppressant. Global annual emissions are unknown.
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Summary

The deleterious effects of solar ultraviolet (UV) radiation on construction materials, especially wood and plastics, and their consequent 
impacts on their useful lifetimes, are well documented in scientific literature. Any future increase in solar UV radiation and ambient 
temperature due to climate change will therefore shorten service lifetimes of materials, which will require higher levels of stabilisation 
or other interventions to maintain their lifetimes at the present levels. The implementation of the Montreal Protocol and its Amendments 
on Substances that Deplete the Ozone Layer controls the solar UV-B radiation received on Earth. This current Quadrennial Assessment 
provides a comprehensive update on the deleterious effects of solar UV radiation on the durability of natural and synthetic materials, as 
well as recent innovations in better stabilising materials against solar UV radiation-induced damage. Pertinent emerging technologies 
for wood and plastics used in construction, composite materials used in construction, textile fibres, comfort fabric, and photovoltaic 
materials are addressed in detail. Also addressed are the trends in technology designed to increase sustainability via replacing toxic, 
unsustainable legacy additives with ‘greener’ benign substitutes that may indirectly affect the UV-stability of the redesigned materials. 
An emerging class of efficient photostabilisers are the nanoscale particles that include oxide fillers and nanocarbons used in high-
performance composites, which provide good UV stability to materials. They also allow the design of UV-shielding fabric materials with 
impressive UV protection factors. An emerging environmental issue related to the photodegradation of plastics is the generation of 
ubiquitous micro-scale particles from plastic litter exposed to solar UV radiation.

1 Introduction

The Montreal Protocol and its Amendments over the last 35 years have successfully contributed to the stability of the stratospheric 
ozone layer, limiting the solar ultraviolet (UV) radiation, particularly the UV-B wavebands (280-315 nm) of terrestrial solar radiation 
reaching the Earth’s surface. Any future increase in solar UV radiation reaching the Earth, particularly the UV-B radiation, especially if 
accompanied by higher ambient temperatures, will shorten the service lifetimes of wood, plastics, and other organic materials. Given 
the low to moderate activation energies of photodegradation of these materials, even a small increase in the ambient temperature 
due to climate change, may accelerate degradation and shorten their service life. The presently available UV-stabilisation and coating 
technologies are expected to be adequate to mitigate these changes and maintain the service lifetimes of materials at the present 
level. However, elevated amounts of solar UV radiation in terrestrial solar radiation would require using correspondingly higher levels 
of UV stabilisers or more frequent surface treatment in the case of wood to ensure adequate service lifetimes. This strategy could 
invariably add significantly to the lifetime cost of materials. The materials industry is continuously researching more efficient and lower 
cost UV stabiliser systems for wood and plastics. In recent years, this search has been increasingly guided by long-term sustainability 
considerations that encourage the preferred development of 'greener' additives, such as natural UV stabilisers in place of conventional 
synthetic additives for both plastics and wood [1]. Using nanoparticles (NPs) as stabiliser/fillers in coatings, plastics, or textile fibres, 
which results in efficient light-shielding at very low fractions, is an especially promising development in new stabilisers. 

With the projected increase in world population, the demand for wood and plastic materials popularly used in building construction 
will increase in the medium term. Global production volumes for both these are the highest reported over the past 70 years. For 
instance, 2.03 billion m3 of industrial round wood processed in 2018 was mostly used as building materials [2]. Of the 359 million 
metric tons (MMTs) of plastic resins produced in 2018, about 30 % was used in building applications [3]. With the number of buildings 
worldwide estimated to double by 2060 [4], with the addition of 230 billion m2 of new floor area (relative to 2017), the demand for 
construction materials will correspondingly increase. This increase will likely have significant environmental impacts at the global scale. 
The construction industry already accounts for 36% of energy expenditure and 37% of carbon dioxide (CO2) emissions globally [5]. 
Increased sustainability requirements in the industry will be critical in the coming decade. The trend towards sustainability is already 
apparent in the sector; the global investment in certified energy-efficient buildings increased by 11 % in 2020, reflecting this trend.

Wood is a traditional, low-cost, and sustainable building material that has a relatively small carbon footprint relative to concretes, metals, 
or plastics [6]. For instance, a recent analysis illustrated the advantages of using wood over plastics as the material for fabricating pallets, 
a product with an annual global demand of 6.87 billion units [7]. Life cycle analysis (LCA) found wood to have a significant advantage 
over plastics in this application. Assuming incineration as the disposal method, the carbon footprint of a wood pallet was 0.34 kg of 
carbon dioxide equivalent (CO2-e) four times lower than that of a plastic unit [8]. A Finnish study [7] agreed with the finding, but found 
wood-plastic composites (WPC) to have even a lower carbon footprint relative to wood. Using recycled post-consumer plastics in the 
WPC further decreases emissions. A similar comparison between metal, poly(vinyl chloride) (PVC), and wood used in constructing 
window frames found the latter to have the least environmental costs as measured by embodied non-renewable energy and carbon 
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emissions [9]. Findings from LCA studies can vary with location because of transportation and energy mix used. Therefore, they are 
not necessarily comparable across studies. These sustainability advantages make wood, especially the new ‘mass timber’ (or the 
engineered wood designed to compete with concrete or metal in strength), extremely attractive for use in buildings. Cross-laminated 
timber, a popular category of mass timber, was recently used to replace concrete in a high-rise building that is 18 stories high [10]. 

Materials used in building construction, transportation, and outdoor furniture are routinely exposed to solar UV radiation and undergo 
gradual photodegradation. The duration of their exposure to solar UV radiation determines the service life of these products such 
as composites used in vehicles, exterior panels in buildings, greenhouse glazing in agriculture, stadium seating, and synthetic turf. 
Photodegradation negatively affects appearance, compromises mechanical integrity, and encourages subsequent biodegradation, 
which all limit their service life [11]. With plastics, it is the UV-induced autocatalytic photo-oxidation reactions that result in surface 
discolouration or cracking accompanied by the loss of mechanical integrity over time. Photodamage to plastics, however, is mostly 
limited to a thin surface layer, resulting in damage modes such as yellowing, chalking, and cracking. As the base plastic resins are 
inherently photolabile, several groups of additives (UV-stabilisers) are typically compounded with plastics intended for extended 
outdoor use to mitigate the damaging effects of solar UV radiation [12-14]. These include UV-absorbers, insoluble pigments that absorb 
or scatter UV radiation, and additives that inhibit oxidative reactions. Potent radical traps, such as tertiary amines of tertiary phenols, are 
often used to inhibit the free-radical photodegradation reactions [15,16]. 

For instance, weathering of high-density polyethylene (HDPE) stabilised with UV-absorbers under accelerated weathering using 
a Xenon lamp (generally following ASTM G155), showed that the non-stabilised HDPE was embrittled, with its tensile strength 
extensibility reducing to 21 %, in 300 h of exposure, while the UV-stabilised HDPE was stable up to 900 h of exposure [17]. However, 
the combination of a UV-absorber (0.15 wt.%) with the radical-quencher hindered amine stabilisers (HALS) used at 0.45 wt.%, yields 
synergistic stabilisation with little degradation up to 1300 h of exposure. Accelerated weathering of polypropylene (PP) with a HALS 
(0.5 wt.%) and the UV screener, nano-ZnO (0.5 wt.%), showed synergistic stabilisation [15]. However, the latter study used a high-
intensity UV-A lamp. The effect of this high-intensity UV lamp with a narrow wavelength emission range (very different from spectral 
qualities of solar radiation) cannot be reasonably compared to that of natural weathering exposure. A recent investigation [18] on 
the natural weathering of UV-stabilised plastics over 4 years at a total UV irradiance of 1020 MJ m-2, ranked the durability of common 
plastic materials used in building. Their ranking was based on percentage retention of fracture strain after exposure. PP, poly(butylene 
terephthalate) (PBT), HDPE, and polycarbonate (PC) showed 47, 27, 20, and 17 % retention of the property, respectively. The result, 
however, cannot be generalised as it will strongly depend on the additives, especially UV stabilisers, used in plastics. 

Studies on the photodegradation of plastics mostly focus on polyethylene (PE), polystyrene (PS), PVC, and poly(ethylene terephthalate) 
(PET). These plastics are also found in solid waste stream, urban litter, fresh waters, and especially marine debris. A recent summary 
of the existing data on plastics degradation in air and aquatic environments in terms of mass or area loss rates was carried out [19,20]. 
However, it relates primarily to fragmentation losses and perhaps including some photo-mineralisation. The latter process that converts 
the polymer into simple products such as CO2 and water, defines the environmentally desirable endpoint of biological degradation. 
Using a simple model, the study [19] demonstrates the geometry-dependence of the kinetics of photodegradation of HDPE (Fig. 1). 
Despite the simplifying assumptions used in the analysis, it highlights the significance of the geometric form of a plastic material in 
determining degradation rates, a factor often overlooked in other studies. Another model on the rate of surface area loss on degradation 
in environmental degradation is based on polymer characteristics, such as the hydrophobicity, glass transition temperature, and the 
fractional crystallinity [21].

Fig. 1 A comparison of predicted degradation profiles for high-density polyethylene (HDPE) pieces with the same mass (mo), 
density (mo), and surface loss rate for different shapes (thin film, fibre, and bead). The dashed lines correspond to extrapolations 
assuming constant surface area; the solid lines correspond to a model that assumes a shrinking radius, and therefore a surface 
area, decreasing with duration of degradative exposure. Figure from [19], CC BY 4.0.
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The predominant type of plastic used in building construction is PVC, which is particularly susceptible to damage by solar UV radiation. 
The polymer undergoes photo-dehydrochlorination, releasing hydrogen chloride and yielding conjugated unsaturation. The PVC 
surface appears yellow to orange in colour on weathering, depending on the sequence lengths of the unsaturated units generated on 
the polymer molecules.

Degradation of the PVC surface releases the opacifier, titanium dioxide (TiO2), compounded into the plastic and results in chalking or 
removal of the loose oxide on handling. However, it is the uneven discolouration of PVC products used in residential construction that 
determines their useful service life. Therefore, effective photo-stabilisers are critical to maintaining their outdoor service life under solar 
UV irradiation. In outdoor uses such as siding or panels, PVC is compounded with rutile titania as an opacifier and tin-based organic 
photostabilisers to control UV-induced degradation and thermal oxidation, respectively. 

Several studies investigated the use of tin-based stabilisers for this purpose. A novel tin-based stabiliser, tin-sulfadiazine complexes, at 
a 0.5 wt.% in rigid PVC, reduced the dehydrochlorination rate constants to less than half that for control PVC samples in accelerated 
weathering studies [22]. Different organotin complexes with similar stabiliser function include fusidate [23], captopril [24], atenolol [25], 
mefenamic acid [26], naphthalene sulfonic acid [27], 4-methoxybenzoic acid [28], and carvedilol tin complexes [29]. While some of 
these show good stabiliser effectiveness, further development in terms of cost-effective manufacture and their environmental impacts 
will be needed before their commercialisation is considered. 

In wood products, the photoreactions generally increase surface hydrophilicity that encourages subsequent biological degradation 
[30]. Using opaque or UV-absorbing surface coatings on wood ensures good stability under UV radiation [31]. However, the solvent-
borne coatings contribute to the release of volatile organic chemicals (VOCs) into the atmosphere. Biodegradation, that also takes 
place concurrently on weathering can be controlled by treating the wood thermally or chemically. Chemicals typically used in treated 
wood (chromated copper arsenate, creosotes, and chlorophenols), however, can leach into the environment. As with plastics, the 
emphasis on developing sustainable strategies also guides the criteria in selecting coatings and stabilisers for wood, with candidates for 
substitutes of legacy additives such as plasticisers, fillers, thermal stabilisers, colourants, and flame retardants. The incidental effects of 
these ‘greener’ substitute additives such as natural oil preservatives on the UV-stability of wood still needs to be evaluated. 

1.1 Building industry trends and materials use
Several emerging trends in the building industry will indirectly affect the mix of organic building materials to be used in future 
buildings. These may have important implications on their useful life under projected climate warming and increased UV radiation 
in areas of reduced cloud cover (Chapter 1, Bernhard et al. [32]). There are two such trends apparent in the building industry that 
may indirectly impact the choice of materials and their durability. Among these are 3-D printed homes and waste plastic utilisations 
in building technology. The trend in the building industry towards environmental sustainability encourages builders to qualify for 
LEED (Leadership in Energy and Environmental Design) [33] certification in the USA or BREEAM (Building Research Establishment 
Environmental Assessment Method) in Europe [34]. Carbon emissions in the sector are mostly due to the use of Portland cement and 
neither engineered wood products [35] nor plastic materials typically have comparably high carbon emissions. The ambitious LEED 
Zero program [33] aims at offsetting all energy, carbon emissions, and waste costs associated with future buildings.

A recent sustainable approach to building is 3-D printing that promises lower cost, comparable durability, and increased design 
freedom, with at least the same durability as conventional-built homes [36]. At this time these structures are mostly based on 
inorganic materials (mortar, clay, concrete), but plastic-based 3-D homes are feasible. At least two commercial operations, one using 
polyurethane-carbon fibre composites (PassivDom in Ukraine) and another using waste plastic as the primary material (Azure Homes, 
Los Angeles, CA) have started operations. With just $10 million revenue in 2020, the printed-home industry has a high compound 
annual growth rate of >91% in the near term with revenues increasing to over $1 billion by 2028 [37]. Using large volumes of plastics in 
printed homes would require managing the large VOC emissions, associated occupational hygiene concerns, waste disposal issues, 
and water contamination. While the approach will conserve wood, the effect of solar UV radiation on the entire printed plastic structure 
will need to be carefully evaluated in their use.

The recycled plastic waste is formed into plastic blocks or bricks for building [38], especially in emerging economies [39]. The mixed 
plastic waste stream composed primarily of PE, PP, PS, and PET will continue to increase in step with the world population and provide 
a low-cost reliable raw material. Being mostly thermoplastic, plastic waste can be readily melted into low-cost geocomposites for 
drainage systems and infill material for geosynthetic-encased granular columns [40]. Not only do they provide excellent durability at 
a low cost, but they also attain very significant labour savings in building operations compared to conventional materials. However, 
the material must be rendered fire resistant and the possibility of outgassing from slow degradation reactions in bricks needs to be 
addressed for the approach to be viable. Several commercial vendors offer such homes, including Conceptos Plásticos (Columbia) and 
Othalo (Norway). This trend will also reduce the demand for wood in buildings, contributing towards a more sustainable future.

1.2 Greener additives used in plastics and wood
An integral aspect of the drive toward sustainable building materials is the replacement of toxic legacy additives that are harmful to the 
environment with ‘greener’ alternatives [41-43]. In selecting additives, including UV-stabilisers [44] for plastics or coatings, increasing 
attention is being paid to minimising their potential ecotoxicity as these additives often leach out to contaminate the environment [45]. 
Wang et al. [46] reported the presence of UV absorbers at ~100 ng/g level in marine organisms including fish. In the plastics industry, 
this trend is illustrated by the phase-out of two classes of additives, phthalate plasticiser, and brominated flame retardants, a process 
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well underway in Europe, USA, and Japan. While greener additives selected for their functionality may improve the overall sustainability 
of plastics or coatings, their use may inadvertently compromise the UV-stability of materials, requiring a reassessment of the UV-stability 
of plastic compounds that carry the new ‘greener’ additives. However, the present phase of R&D appears to be primarily devoted 
to identifying substitutes with comparable functionality and increased sustainability. Two classes of additives, both toxic endocrine 
disruptor chemicals, that can potentially leach out to contaminate the environment [47], deserve special attention. 

Of the 10.4 million metric tons (MMT) of plasticisers manufactured worldwide in 2021 [48], about 55 % were phthalates intended for 
use in poly(vinyl chloride) (PVC), primarily in the building and packaging sectors. Flexible PVC compounds that may carry up to 60 
wt.% of phthalates account for 80-90 % of the consumption. Phthalates, identified as a common pollutant in the environment [49,50], 
are also endocrine disruptor (ED) chemicals, that may cause inter-generational adverse impacts on reproductive and neurological 
health, especially in children  [51]. In July 2020, the EU restricted the use of bis (2-ethylhexyl) phthalate (DEHP), benzyl butyl phthalate 
(BBP), dibutyl phthalate (DBP), and di-isobutyl phthalate (DIBP) in consumer goods or products that posed risks to humans through 
dermal contact or by inhalation. Likewise, responding to consumer and regulatory pressure, the USA has restricted the use of particular 
phthalates in plastics.

The validation of sustainable alternatives for phthalates in PVC is well underway [52] and several classes of candidates have been 
identified: a) branched and hyperbranched plastics [53-55]; b) vegetable oil-based plasticisers [56,57]; and c) other promising 
compounds such as esters derived from biomass [58,59]. These are being evaluated for their efficacy as plasticisers, especially in 
PVC, and their migration resistance from moulded plastic products. While selected on the criterion of having effective plasticiser 
performance, these green substitutes can also affect the UV-stability of PVC. Encouraging results were reported for cardanol, a ‘green’ 
plasticiser for PVC derived from waste cashew nut shells, which also displayed UV-stabiliser properties that are superior to the dioctyl 
phthalate (DOT) it replaced [60]. 

Another class of additives being phased out because of their activity as endocrine disruptors and toxicity are flame retardants based 
on polybrominated diphenyl ether (PBDE) used at 10-20 wt.% in some plastic compounds [61-63]. As with plasticisers, the phase-out 
of PBDEs does not significantly reduce the levels of these compounds in the environment in the medium term, because of persisting 
residue from their early use since 2004 [64]. PBDE levels in human serum and breast milk are up to 160.3 ng/g [61]. The levels reported 
in e-waste workers in China are over twice that [65]. The concentration of PBDE replacements in the aquatic environment is higher than 
that of legacy PBDE’s and these are often bio-accumulative [66]. Exposure to PBDE adversely affects reproductive and neurological 
health [67,68]. It is an additive listed in the Stockholm Convention and was phased out in the EU. In the USA, penta- and octa-PBDEs 
have been banned since 2004 [69], while the decabromo-PBDE, which was excluded, was regulated under the Toxic Substances 
Control Act in 2021 [70]. China, the largest producer and consumer of fire retardant chemicals, has regulated the levels of penta- and 
octa-PBDEs but only in electronic goods that use them in circuit boards [71].

Several ‘greener’ alternatives to PBDEs have emerged, including different (non-PBDE) brominated compounds, organophosphates 
[72,73], dechlorane compounds, and aluminium hydroxides [74]. The potential toxicity of the substitute fire retardants  are being 
investigated [75]. The presence of conventional fire retardant additives in the compound often decreases the UV stability of polymers 
[76]. Whether or not the alternative fire retardants also have this problem has not been fully investigated. 

2 Wood in building applications

Wood used in building applications, including that exposed routinely to the elements, is expected to be durable over extended 
periods. Solar UV radiation is well known to cause photodegradation of wood [77-79] as well as of protective paints and coatings 
used on wood products [80]. Routine exposure of wood to solar UV radiation results in the loss of both their aesthetic and mechanical 
properties [81]. These changes occur in in both natural and artificial weathering, primarily due to primarily due to photodegradation. 
Photodamage to wood surfaces is quantified as: a) changes in surface colour, an important criterion of consumer acceptability of wood 
[77,81-83]; and b) chemical analysis using Fourier transform infrared spectroscopy to assess the extent of oxidative changes [82,84,85]. 
In accelerated weathering of wood [86], a higher intensity of UV radiation and increased temperatures are typically employed, as with 
plastics; in some instances, a water spray is also used to simulate the effect of rain [87]. Photodegraded wood contains compounds 
extracted by water [85] making this a reasonable test parameter.

Cellulose and hemicellulose in wood (unlike its lignin fraction) are structurally saturated compounds carrying no chromophores. It is the 
absorption of solar UV radiation (290-400 nm) by lignin in wood that initiates the degradation and discolouration often accompanied 
by surface cracking [77,78,88]. Lignin is a strong light absorber with broad absorption in the UV-B (280-315 nm) and UV-A (315−400 
nm) wavebands. Higher-density wood species appear to be relatively more stable against UV-induced colour changes [89]. Given the 
complexity of the mix of products formed and concurrent biodegradation of the surface, colour changes are only suited for assessing 
the early stages of weathering [78]. Preferential photodegradation of lignin leaves the wood surface rich in carbohydrate fraction, 
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which encourages biological decay [30]; non-degraded lignin, being phenolic in nature, is more resistant to microbial attack. The 
rate of photodegradation depends on the anatomical structure of wood species [88]. An exponential dependence of the rate of 
photodegradation of lignin with temperature was reported in a study based on changes in diffuse reflectance infrared spectroscopy 
[90]. Surface cracking due to destruction of the middle lamella (that holds adjacent cells together) with a high lignin content, is a major 
cause of the loss of mechanical properties [81] accompanying the weathering of wood.

Accelerated weathering in the laboratory, where the test conditions can be controlled, results in faster degradation than natural 
weathering. However, correlating durations of laboratory accelerated exposure with natural weathering remains elusive [91]. The 
correlation depends on the test parameters employed [92].

2.1 Thermal treatment for improved resistance to UV radiation
Heat-treated wood is a sustainable alternative to pressure-impregnated wood that is resistant to UV-induced and biological 
degradation. Environmental considerations have made the chemical-free heat treatment of wood an increasingly popular approach to 
increase durability. Subjecting wood to high temperatures under humid conditions in heat treatment results primarily in the cleavage 
of the acetyl groups of the hemicellulose fraction and its hydrolysis into oligomeric products. Thermal treatment yields appealingly 
darker [93,94] treated wood that is less hygroscopic and has improved dimensional stability [95]. Neural network-based algorithms 
that predict the properties of treated wood as a function of variables such as temperature, are being developed [96]. However, these 
improvements are obtained at the expense of its UV resistance with the treated wood discolouring readily on exposure to solar UV 
radiation [97,98]. Coating the treated surface can address this limitation. However, designing chemically coatings that adhere well to 
the hydrophobic surface of treated wood is a challenge, but several promising candidates have been identified.

Impregnating Scots pine wood with a titania sol in paraffin (at 212 °C) improved its UV resistance [98], with the colour change and lignin 
degradation reduced by more than 50 % with the treatment compared to the control, after 1176 h of accelerated weathering. Ashwood 
heat-treated at 192-212 °C and clear-coated with polyurethane coating also yielded good resistance to discolouration in laboratory 
exposure of up to 2000 h under UV-340 fluorescent lamps [99]. Further treatment of hardened surfaces with air saturated with steam 
at 95 °C to 135 °C enhances the colour stability of wood. For instance, change in surface colour after 298 h exposure to a xenon 
Weather-O-meter (simulates solar radiation with filtering systems designed for weathering) of untreated maple wood was reduced by 
31.8, 43.8, and 61.1 % with steam treatment at 95, 115, and 135 °C, respectively [100]. While thermal treatment improves the desirable 
characteristics of wood, the accompanying reduced outdoor lifetimes under solar UV irradiation needs to be controlled using cost-
effective surface coatings for wider acceptance of the approach.

2.2 Sustainable stabilisers derived from wood
As with plastics, sustainability considerations drive the search for non-toxic sustainable UV stabilisers for protecting the wood in outdoor 
applications. Plant-based compounds have shown promise as efficient UV stabilisers controlling surface discolouration in a range of 
wood species [101-105]. Flavonoids extracted from Acacia confusa heartwood significantly reduced the UV-induced degradation of 
lignin in wood [101]. Two most abundant flavones (okanin and melanoxetin) in Acacia confusa sp., have marked radical-scavenging 
and singlet-oxygen quenching properties [102]. Extractives of the wood of other species, such as that of Japanese cedar (Cryptomeria 
japonica) [106], Merbau (Intsia sp.) [31,107] Dalbergia cohinchinensis [31] as well as the bark of Trembling Aspen (Populus tremuloides), 
lodgepole pine (Pinus contorta), and western red cedar (Thuja plicata) [108] have all been demonstrated to have UV-stabilising activity 
either in wood or wood composites. 

Wood bark extracts are particularly rich in polyphenols including condensed tannins and flavonoids, which are very good absorbers 
of UV radiation. For instance, a 1 wt.% solution of the extractive of Phoebe zhennan wood by polar solvent ethyl acetate completely 
absorbs solar UV-A and UV-B wavelengths in laboratory studies [109]. The extractives accounted for 3.8 wt.% of the wood. Such extracts 
can be used to stabilise surface coatings on wood as well. Polyurethane-acrylate wood coatings stabilised with 2 wt.% of the bark 
extracts from Chinese fir, for instance, effectively controlled the photo-discolouration of wood [108]. The colour change on exposure to 
a UV source for 898 h was reduced by ca 67 % compared to a control coated with polyurethane without any extractive. Also, extracts 
from the bark of alder and maritime pine species at a concentration of 5 % in alkyd-based coatings provided excellent UV-protection of 
Scot pine surfaces [110]. These stabilisers also work well in WPCs that also undergo UV-induced discolouration and loss of mechanical 
integrity [111]. Bark extractives from Western red cedar (Thuja plicata) at 2 wt.% mixed into bulk wood-plastic showed good stabiliser 
effectiveness, yielding about 25 % less discolouration at 1200 h of accelerated weathering, with less severe surface cracking and 
chemical degradation as indicated by Fourier transform infrared spectroscopy [1].

Lignin is the second most abundant biopolymer after cellulose in wood and is rich in UV-absorbing chromophores. It can therefore 
serve as a promising ‘greener’ substitute for synthetic UV-absorbers [112,113]. The UV-shielding properties of lignin depend upon its 
extraction process, methoxyl content, and the shape and size of lignin domains. Lignin NPs have even better UV-shielding properties. 
However, the undesirable dark colour of lignin is a drawback with lignin-based UV-absorbing products. Laboratory exposures of 
coatings with lignin NPs derived from waste wood on beech wood panels show good control of UV-induced discolouration [114].

2.3 Novel wood-based building materials
A novel, scalable, and optically transparent UV-blocking wood composite is a potential sustainable replacement for glazing (plastics or 
glass) in buildings and in greenhouse applications. Some of these novel transparent wood composite (TWC) materials have better UV 
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stability compared to polycarbonates used in glazing. In this technology, the lignin fraction of wood is replaced by either a synthetic 
[115] or a biopolymer [116,117], to obtain a composite of cellulosic materials and polymer (Fig. 2). For instance, a 2 mm thick sample 
of Douglas fir wood/epoxy TWC transmits 80 % of visible light but blocks UV radiation over the wavelength range of 200–400 nm 
[115]. A luminescent TWC was reported from Basswood with poly(methyl methacrylate) (PMMA) [118]. The synthetic fraction included 
the additives, ammonium polyphosphate (APP), and lanthanide-doped strontium aluminate (LSA; SrAl2O4:Eu2+, Dy3+) phosphor 
nanoparticles. The luminescent material is suited for applications such as smart windows, lighting, and safety directional signs in 
buildings. With good thermal stability up to 315 °C, TWCs can be designed to filter out UV-B radiation and have potential applications 
in smart building technology [119,120]. TWC materials based on biopolymers such as chitosan or cellulose in place of synthetic resins, 
have also been synthesised [116]. For instance the use of cellulose–lignin slurry from poplar wood displays high mechanical strength, 
excellent water stability, resistance to UV radiation, and improved thermal stability [121]. 

However, even with the chromophore-carrying lignin removed, TWCs still undergo some photo-discolouration and degradation 
on extended exposure to solar UV radiation [122,123] that might be due to photodegradation of residual lignin or the polymeric 
component (epoxy in this case). With extended exposure to solar UV radiation, the transparency of the material is compromised. 
This drawback, however, can be addressed using established UV stabiliser technologies. Blending 1.0 wt.% of a conventional UV 
stabiliser (2-(2H-benzotriazol-2-yl)-4, 6-di-tert-pentylphenol) into the epoxy resin used in epoxy/poplar wood TWC, reduced the loss in 
transmittance of visible light on weathering. For example, after 250 h of irradiation under UVA-340 fluorescent lamps, only a 1.4 % loss 
in transmittance was obtained with the stabilised TWC at 550 nm compared to a 27.5 % decrease in the untreated controls [122].

Fig. 2 (a) Piece of poplar wood (left) and piece of transparent wood composite (TWC, right) prepared using poplar wood and 
epoxy resin; (b) optical transmittance of TWC of 2 mm thickness.

3 Nanoparticulate filler-UV stabilisers

3.1  Nano-oxides and aramid fibres
Aramids constitute a high-value, high-performance class of industrial fibres that account for a few percent of the global synthetic fibre 
production. These fibres with exceptionally high strength (2.4-3 GPa) and modulus of elasticity (45-160 GPa) [124] are well suited for 
demanding applications such as bullet-proof vests, firefighter protective garments, and in military applications [125-127]. Nanofibres of 
aramids in the size range of 10-100 nm are also used to reinforce nanocomposites [128]. However, a significant drawback of the material 
is their inherent poor UV stability mostly because of their aromatic structural features, limiting their use in outdoor applications [129]. 
It is challenging to incorporate UV stabilisers into aramids, as organic compounds do not dissolve well in the highly crystalline fibre. 



Chapter 7

332

Nano-fillers of wide-band-gap oxides, which decorate the fibre surface or are grown on the fibre's surface [130] are especially effective 
stabilisers. Different strategies based on nanoscale oxide fillers are being developed to improve the UV stability of aramids.

Ma et al. [130] functionalised aramid fibres with nano-ZnO-structures grown on the fibre surface, resulting in improved UV resistance. 
After 168 h of UV irradiation under a 3-kW source with a wavelength range of 290–365 nm, the loss in tensile strength of the surface-
modified was less than 5 %, while it was 20 % in the unmodified fibre. Seeding ZnO NPs onto aramid fibre surfaces coated with poly 
L-3,4-dihydroxyphenylalanine resulted in ZnO nanowires growing in the seeded layer as illustrated in Fig. 3 [131]. After 168 h of UV 
irradiation of 0.76 W m-2 nm-1 at 340 nm, the retention of the tensile strength for the modified oxide and control fibres was 97.2 and  
80.4 %, respectively. ZnO NPs have also been crystallised onto aramid fibres by a sol-gel process with drying in supercritical CO2. 
Subsequent exposure to UV radiation for up to 216 h, under a 40 W UV lamp (wavelength range 280–315 nm, complying with the 
Chinese Standard GB/T 14522-93) at 60 °C, the treated aramid fibres  retained 93 % of their average tensile strength, while that 
of control fibres was only ca 25 % [132]. While the quantitative results of these studies are not comparable due to differences in the 
experimental settings, they indicate the potential of these techniques in improving the performance of aramid fibres in a way that could 
be transferable to functionalisation of other materials.

Sun et al. [129] used drying in supercritical CO2 to improve the UV resistance and durability of aramid fibres treated with TiO2 NPs. 
When exposed for 168 h under a UV-B lamp (40 W, wavelength range 280-315 nm, lamp length of 1220 mm, Dongguan Instrument 
Co. Ltd., Guangzhou, China; yielding an exposure of 40 W m-2 complying with the Chinese Standard GB/T 14522-93), absorption of 
UV-B radiation increased by ~15 % at a TiO2 loading of 2.38 wt.% on the fibre surface. The tensile strength and modulus retention also 
improved by 5-14 %. Surface decoration of fibres with nano-oxides suggests a useful approach to improving the UV stability of other 
fibres. Where supercritical CO2 is used, the technique needs to be evaluated for economic feasibility. 

Fig. 3 Seeding of ZnO nanoparticles onto aramid fibres (AF) and subsequent growing of ZnO nanowires (NW) on the 
seeded layer for improved UV resistance and enhanced mechanical properties of the fibres; PDOPA referring to poly L-3,4-
dihydroxyphenylalanine, IFSS to interfacial shear strength. Figure from [131], CC BY NC ND.

3.2 Nanocomposite films 
Nanoparticle (NP) additives increasingly find application as UV stabilisers in films, as demonstrated by their use in greenhouse covers; 
for instance, incorporation of 2 wt.% each (total 6 wt.%) of ZnO, TiO2, and SiO2 NPs in a size range of 20-45 nm as light stabilisers, into 
PET films [133]. The mixture of three NPs improved the UV-blocking properties (94 % under UV-B and 60 % under UV-A radiation). 
A reduction of 57 % in UV-B and 36 % in UV-A transmission relative to that by a control film was achieved without affecting the high 
photosynthetically active radiation (PAR, 400-700 nm) transmittance of the film. Moreover, these properties persisted over 90 days 
of irradiation under a Xe lamp (Air Mass 1.5 Standard Spectrum, 60 W m-2). Functionalised NPs, such as those coated to obtain a 
double-shell structure, are sophisticated nanofillers with tailored properties. ZnO NPs coated with amphiphilic polyurethane (APU) 
was investigated as a stabiliser in UV-cured poly(urethane acrylate) (PUA) [134]. Transparent polymer films with NP loading of 0.3 wt.% 
exhibited a >50 % increase in tensile strength and up to 80 % absorbance of UV-B radiation compared to the untreated PUA. The 
APU-functionalised ZnO are effective multifunctional fillers even at the low concentrations used in these studies. TiO2 NPs have been 
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coated with SiO2 and then poly(D-lactide) (PDLA) grafted onto the coated surface to obtain a double-shell (TiO2@SiO2-g-PDLA) hybrid 
nanoparticle [135]. When incorporated into a poly(L-lactide) (PLLA) matrix (at a loading of 2 wt.% TiO2), the hybrid nanocomposite 
showed almost a 10-fold increase in UV absorbance at 350 nm relative to the untreated PLLA and with a higher tensile strength, even 
after 72 h irradiation under a 300 W UV lamp. Sophisticated core-shell or double-core-shell NPs used in these studies may be expensive 
relative to NP-fillers. The fact that they are used at such low weight fractions to obtain desirable multiple functionalities may offset their 
cost at least in some film applications.

3.3 Nanoscale carbon fillers in plastics
Carbon materials are excellent absorbers of both visible and UV radiation. They may also be used as reinforcing fillers in polymer 
composites. [136]. In addition to reinforcement, fillers like carbon nanotubes (CNTs) and graphene-family nanomaterials (GFNs) 
also impart increased UV stability to polymer composites. GFNs and CNTs are used, for instance, in batteries, sensors, and 
biomedical (antibacterial) applications. [137,138]. Because of their small dimensions, nanomaterials are very efficient in UV-shielding 
photostabilisation. 

UV-resistant glass-fibre-reinforced composites have been produced by dispersing 0.25–1.0 wt.% of multi-walled carbon nanotubes in 
fibre-filled epoxy matrices [139]. When exposed under a UV radiation source (six spectral UVA-365 lamps with nominal wavelength 365 
nm, Worldwide Specialty Lamp, Austell, GA, yielding 0.77–0.95 W m-2 nm-1 to comply with the ASTM specification of 0.89 W m-2 nm-1) 
for 2160 h in cycles of exposure (4 h light and 4 h darkness), the filled composites showed very good UV resistance as evidenced by the 
absence of microcracks typically observed in untreated composite samples. Epoxy nanocomposites have been studied that contain 
0.5 wt.% multiwalled carbon nanotubes (MWCNTs) (outer / inner diameter < 20 nm / 4 nm, length 1-12 µm) dispersed in the resin that 
was based on diglycidyl ether of bisphenol A (DGEBA) and cured with 2,2,4-trimethylene-1,6-hexadiamine (TMDA) [140]. These were 
subjected to accelerated weathering under UV-A lamps (140 W m-2 over 295–400 nm range) in alternating humidity and temperature 
conditions for a total irradiation time of 1-6 months. The DGEBA–TMDA/0.5 wt.% MWCNT samples displayed improved resistance 
against UV-degradation compared to the DGEBA–TMDA samples with no carbon filler. A novel UV-stabiliser for polypropylene has 
also been synthesised, based on functionalised graphene oxide (GO, thickness 3.4–7 nm, diameter 10–50 µm), where a hindered 
amine stabiliser was grafted onto GO nanoplatelets [141]. Samples of the plastic stabilised with 0.5 wt.% of GO and functionalised GO 
were artificially aged under OSRAM Ultra Vitalux 300 W sunlamp up to 600 h. The functionalised filler efficiently retarded the rate of 
photo-oxidation, as measured by the retention of tensile properties. Hybrids of graphene (8 nm flakes) and MWCNTs (length 5-15 µm, 
diameter 10-30 nm) have been used in waterborne polymer coating synthesised via mini-emulsion polymerisation [142]. Only 1 wt.% 
of hybrid G/CNT was used in the resin of 50 wt.% MMA and 50 wt.% butyl acrylate (BA). This was adequate to completely suppress 
photodegradation in accelerated aging of 400 h under a UV lamp (nominal wavelength 366 nm, P-Lab, 550 mW cm-2, distance 15 cm) 
at 55 °C [142].

Studies reporting on the enhanced performance of materials with nanoscale carbon fillers are specific in terms of the size of the filler, the 
technique applied, the polymers and fillers used, the ageing conditions and the characterisation methods employed. However, it would 
seem that these kinds of fillers are finding more applications as the demand for more durable and more sustainable materials increases. 
In these recent studies it is significant that less than 1 wt.% of the carbonaceous filler was able to impart very significant improvements in 
UV-stability of the thermoset composites studied. 

Graphene is currently used in electronics as well as in composites to take advantage of its unique electrical and reinforcing 
characteristics. The accompanying photo-stabilisation can be important in composite applications. High-volume use of graphene in 
composites is currently limited by the high manufacturing costs and uncertainties related to their lifetime, operational stability, and 
reproducibility [143]. In the future, graphene is nevertheless expected to find ever more applications (e.g., sensors, solar cells, and self-
cleaning surfaces) [144-146].

4 Photovoltaic module components

Solar photovoltaic (PV) energy is a leading sustainable substitute for fossil-fuel energy and its rapid installation is critical to meeting 
the agreed-upon reductions in future global CO2 emissions [5]. This will require the continuation of the accelerated growth of the 
PV industry globally. In 2020 there was ~940 gigawatt peak (GWp) of installed capacity. The newly installed 173 GWp in 2021 was 
the largest ever installed capacity in a single year. The continued competitiveness of PV power generation will be supported by the 
reduction in PV system costs by optimising manufacturing and having increased cell and module performance. The market is still 
dominated by crystalline silicon modules, but has shifted to mono-silicon cells with new cell types being commercialised. Bi-facial 
modules have been introduced in the market. The production capacity of PV has increased to over 470 GWp with the expansion of 
larger wafers and improved module area efficiency. Modules have grown in efficiency with passivated emitter and rear contact (PERC) 
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module and half-cell interconnect technologies. Maintaining long service lifetimes with minimal failure rates for PV modules is essential 
to meet the ambitious rates of growth expected of the technology [147]. Given the recent large-scale installations of PV modules and 
their long lifetimes (warranties of 25-30 years on performance), accelerated laboratory testing is also used in addition to field data to 
identify potential degradation mechanisms and failure risks. Accelerated laboratory testing has been changing to better understand 
the different degradation mechanisms that are present in PV modules; however, these types of testing do not always provide accurate 
prediction of degradation under in-use conditions and correlation between accelerated testing and in-use conditions is still lacking 
[148,149].

The basic structure of a crystalline silicon PV module is shown in Fig. 4. The encapsulant is a protective adhesive layer of a soft polymer 
that is used to cover the top and the bottom of the active layer (the solar cells). The encapsulant provides electrical insulation and 
physical support for the fragile cells and has historically been made of ethylene vinyl acetate (EVA) copolymers. A second plastic 
component is the backsheet, which provides environmental protection for the module and safety for humans to the high voltage. It 
is typically made of three polymer layers (outer or air-side, core, and inner layer construction) with the inner layer typically consisting 
of PET. In the majority of backsheets, the multiple layers are combined with an adhesive layer while some backsheets are coextruded 
[150]. Encapsulant and backsheet materials are key to ensuring PV module lifetime and are major components of the cost of the module. 
Degradation in each component layer in a PV module can accelerate degradation in other component layers (Fig. 5).

Transparent EVA is the most common encapsulant and will continue to be the most widely used encapsulant (~52 % in the next 10 
years). Additionally, EVA with TiO2 filler (white) will claim ~10 % of the market share to be used with bifacial cells. Polyolefin is expected 
to be 20 % and extruded EVA with polyolefin ~10 % in the next 10 years [147]. Polymer backsheets will continue to be the most common 
materials, with PET core-layers continuing to be used to provide electrical resistance, and with the outer-layer of poly(vinylidene 
difluoride) (PVDF) as the main backsheet type. However, in the next 10 years polymer backsheets are expected to decrease from ~75 
to 45 % of the market share with glass-glass modules increasing over that time [147]. Solar UV radiation-induced degradation of these 
plastic components is a major factor in PV module failure [151] and many material failures in PV modules observed in the field involve 
encapsulant degradation, backsheet failure, or de-bonding of elements due to adhesive failure [151-154].

4.1 Durable encapsulation strategies
It is critical to select encapsulants that are durable under continuous outdoor exposure; discolouration of encapsulants accounts for 
about 10% of the module failure [153]. Transparent EVA is the most common encapsulant in PV modules [147]. Still, there is a need 
for a more durable, UV-stable material for next-generation encapsulants. Degradation of EVA encapsulant appears to be a complex 
inhomogeneous process involving solar UV radiation, temperature, and moisture. The installation location and how the modules are 
installed, especially their tilt angle (e.g., normal through 90°) can affect the amount of UV irradiance the module is exposed to [155]. The 
overall microclimate or stressor conditions within a PV module are non-uniform due to differences in moisture ingress, oxygen diffusion, 
module temperature, and physical strain within the module. There is a relationship between the photodegradation of the frontside 
EVA encapsulant and the location of the EVA in the module. Oxygen and moisture diffuse through the backsheet and the edges of the 
module; therefore, frontside EVA has lower transmittance at the centre of the cell compared to the edges of the cells. This is due to 
oxygen bleaching of photodegradation produced chromophores [156]. EVA is impacted on the edges of the solar cells more so than 
other locations, resulting in the formation of acetic acid, which leads to corrosion of metallisation and power loss [157]. A range of EVAs 
with different copolymer compositions are available commercially. Based on an accelerated weathering study of several candidate EVA 
copolymers, one with 18–33% by weight of vinyl acetate was found to be the most UV stable, making it potentially well suited for PV use 
[158].  

The ongoing effort to find a better replacement for the encapsulant material has yielded several candidate polymers, such as ionomers 
and thermoplastic polyolefin (TPO) [159]. TPO has been investigated as an alternative to EVA [160,161] and has superior thermal stability, 
adhesive strength and resistance to discolouration. For instance, the discolouration of TPO on exposure to UV radiation of 365 nm from 
an LED light source at 900 W m-2 at 90 °C and 10-13 % RH was found to be nine times slower relative to EVA, and the polymer may also 
be easier to process [160]. While the initial research on TPO is promising, developmental work to validate its efficacy and economic 
feasibility is necessary especially in field studies of operational PV modules [162]. 

Among the candidate polymers being investigated is thermoplastic polyurethane (TPU). A multi-laboratory study compared five 
representative formulations of EVA encapsulants to TPU encapsulants of unknown formulation. Different sources including xenon, 
UVA340, and metal-halide lamps with different filter types were used in the study. Samples were continuously exposed for 180 days at 
a relative humidity (RH) ranging from 7–50 % and temperatures from 40 – 90 °C. The encapsulants, EVA and TPU, exposed in the dark 
conditions showed minimal degradation compared to those exposed to UV radiation, which drives degradation. UV radiation-induced 
degradation was synergistically impacted at higher temperatures and humidity over the duration of exposure. The TPU in this particular 
study had the largest decrease in transmittance compared to the EVA formulations. The variability in degradation behaviour of the five 
EVAs suggests that their copolymer composition, residual monomer, and additives are important determinants of their UV degradation 
behaviour [163]. The synergy between UV radiation and temperature identifies climate change as a possible risk factor in reducing the 
service lifetime of these modules.

The UV degradation of four different encapsulants, TPO, TPU, silicone, and EVA was determined under accelerated aging while 
laminated between glass. A 1000 W Hg-Xe arc lamp was used with an accelerated exposure over 1694 h. This was calculated to be 
equivalent to 2.74 years of natural exposure to UV radiation in Atacama Desert conditions, corresponding to 1.34 years of UV-A and 
24.7 years of exposure to UV-B radiation [164]. The TPU and silicone candidate materials yielded a 5 and 0.9 % loss in the transmittance 
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in visible light, respectively. TPO and EVA underwent similar chemical changes determined by Raman spectroscopy, but EVA showed 
a slightly lower reduction in light transmittance [164]. One study suggests that the more UV-transparent the encapsulant is, the higher 
the short circuit (Isc) losses in heterojunction (HJT) PV cells will be, which is not the case with other architectures [165]. Although silicon 
HJT cells are presently a small fraction of the commercial PV market, they are currently being considered as the next step in technology 
because of their ability to respond to a broader spectrum compared to current PERC technology [147]. This suggests that UV radiation 
through the encapsulant has different degradation on the cell technology.

4.2 Durable backsheets
The most common types of backsheet have an outer layer made of either PVDF, PET, polyvinyl fluoride (PVF), polyamide (PA), or 
fluoroethylene vinyl ether (FEVE). Additional research on new types of backsheets is underway [166]. These polymeric backsheets 
can fail if they crack due to environmental degradation, leading to potential electrical leakage causing PV modules to be replaced or 
repaired to address the safety concern [154]. Repairing defects in PV module backsheets in the field has become a new approach in 
order to prevent the need to fully replace existing installed modules [167,168]. Backsheets are exposed to UV irradiance from the front 
side of the PV module in between the PV cells and from the rear-side albedo. White backsheets often turn yellow due to UV degradation 
and although these backsheets do not have an optical function, yellowing can cause an aesthetic problem especially in PV modules 
mounted in car parks. Importantly, yellowing is an indicator of degradation in progress of the backsheet, which can lead to more severe 
degradation. Advanced stages of degradation lead to delamination, embrittlement, or cracking resulting in the backsheet no longer 
providing electrical insulation [154,169-171]. Cross-sections of weathered-adhered laminate sandwich constructions of a PV module 
(glass/encapsulate/backsheet), using spatially resolved fluorescence imaging, for instance, show disproportionately high UV radiation 
damage to the adhesive layers [170].

The drive to reduce cost in PV modules is one reason for the use of materials of relatively lower UV stability in PV modules. Backsheet 
design would benefit from inherently more UV-stable outer layers, such as fluoropolymers. The addition of UV stabilisers in these long-
lived materials is problematic due to stabiliser loss by leaching and bleaching over the greater than 25-year lifetime [172]. However, 
many backsheets are now coextruded, which removes the need for adhesive layers between the three layers.

The backsheets installed in PV modules in commercial fields had non-uniform degradation at the edges of racks/rows due to the 
increased UV albedo from the ground that is reflected on the backsheets that are less shaded than the interior of the modules [173-176]. 
The ground cover under the backsheets influences the amount of reflected UV radiation on the backsheet. For example, grass has a 
lower albedo than white rock [173,175] and leads to less degradation by UV radiation on the backsheet. The mounting configuration 
and module design could be improved to reduce the effect of the UV albedo on PV module backsheets [173,175,177]. The rear-side 
albedo (visible irradiance) helps increase power production in bifacial PV modules and sites would be designed to maximise albedo. 
This needs to be considered in bifacial modules with transparent polymeric backsheets [174].

The stability and insulation efficiency of the backsheet is related to the choice of encapsulant in the module. UV-induced degradation 
coupled with hydrolysis of EVA can produce acetic acid that can affect the backsheet, as illustrated by the crack formation in polyamide 
backsheets [170,178-180]. EVA copolymer is sometimes used as an inner layer in multi-layer backsheet construction. The EVA inner layer 
on exposure to UV radiation causes polyamide to crack [178,179]. In these complex systems, it is very important to study the interfaces 
between layers because degradation in one component can initiate additional degradation in other components. This means that 
accelerated testing needs to account for the synergistic impacts of the system and changes to materials in a PV module can impact the 
lifetime of other materials. Currently ~12 GW of installed modules with polyamide backsheets have failed due to cracking, which has a 
large impact on the installed PV power plants [180]. 

Backsheets with a PET outer layer readily undergo degradation under exposure to UV radiation as demonstrated in a study conducted 
in the NIST Simulated Photodegradation via High Energy Radiant Exposure (SPHERE) weathering chamber (170 W m-2 irradiation with a 
wavelength range of 290–400 nm) for 1800 h [181]. However, this surface degradation has not been shown to impact electrical output 
of the module. Upon UV degradation, (PET)/PET/EVA backsheets developed surface cracks (in the white TiO2 filled PET outer/air-side 
layer) [182]. Cracking was absent in samples aged without UV irradiation. Moisture and UV irradiance appear to have synergistic roles 
with UV radiation initiating the surface cracking, while moisture enhances the surface degradation, decreasing the fracture toughness 
[182].

Novel transparent backsheets designed to work specifically with bifacial PV cells and modules are being introduced. These modules 
will collect the reflected albedo light on the back side of the module to increase power generation per unit area. Bifacial modules 
have been designed with the back surface metalised. Three types of transparent backsheets (outer/core/inner) have been tested 
including a PVF/PET/FEVE1 coating backsheet, PVDF/PET/FEVE2, and a FEVE3/PET/ EVA [183]. The backsheets and laminates (glass, 
encapsulant, transparent backsheet) were exposed to UV irradiance in the NIST SPHERE under ca 140 W m-2 (295 to 400 nm) at 75 
°C/50 % RH (transparent films) and 65 °C/50 % RH (laminates). For all three backsheets, the PET core layer demonstrated the greatest 
material property changes after UV irradiation. This layer is the most susceptible to degradation by UV radiation. After exposure to the 
radiation, the outer layer of the fluoropolymer showed an increase in modulus and hardness, indicating this layer had become brittle 
due to degradation. The FEVE3/PET/EVA showed the most deterioration in optical, chemical, mechanical, and thermal properties after 
exposure, which eventually led to cracks within layers of the PET core, adhesive, and EVA inner layers, while the FEVE outer layer largely 
remained intact. 
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4.3 Cable sheath
Contributing to electrical power loss in PV systems and in electricity transport is the degradation of cable sheaths, which cause power 
loss and safety concerns. These undergo oxidation under solar UV irradiation causing brittleness [184,185]. For instance, crosslinked 
polyethylene (XLPE) material, widely used for manufacturing high-voltage cables as an electrical insulation material, was exposed to 
36 W low-pressure vapour fluorescent lamps with radiation ranging from 350 to 400 nm for 200 h, resulting in a change in colour from 
grey to dark yellow following the exposure [186]. Photo-oxidation results in polymer chain breakage and the formation of unsaturated 
groups, such as vinylidene and vinyl groups in the PE. After weathering exposure, the surface of the XLPE insulating material is rough 
and degraded. The surface becomes non-uniform, since the material is semicrystalline and photo-oxidation occurs preferentially in the 
amorphous region. These surface changes from laboratory-based exposure lead to fatigue in the XLPE surface resulting in breakage in 
the insulating material [186].

Fig. 4 Components of a crystalline silicon photovoltaic (PV) module illustrating the placement of encapsulants and backsheet, 
both made of plastic materials prone to degradation by solar UV radiation (modified from [187]).

Fig. 5 An example of potential degradation pathways in a photovoltaic (PV) module showing that there are synergistic effects 
from different stressors (blue) including ultraviolet (UV) radiation that lead to degradation mechanisms and mode (orange). This 
degradation then causes overall performance loss (purple, red) such as power loss in PV modules (modified from [187]). PET, 
poly(ethylene terephthalate); EVA, ethylene vinyl acetate.
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5 Micro- and nano-particle and composite fibres

Nanoparticles are used to coat or decorate the surface of textile fibres to impart specialised properties to the fibre and fabric such as 
antibacterial action using silver particles [188,189], wound healing [190], and solar energy harvesting [191]. When the NPs are also 
UV-absorbing or scattering, these fabrics display incidental UV-shielding to protect wearers from solar UV radiation. For instance, textile 
fibres surface-coated with silver NPs for antibacterial performance also provide a high degree of UV-screening because of the opacity 
of the particles [192]. However, the decorating NPs can also be selected primarily for their UV-screening to develop effective fabric. The 
approach is not entirely novel, but the use of well-defined nanoparticles provide impressive UV-shielding (Table 1). The UV protection 
factor (UPF) quantifies the efficiency of the fabric, and would also depend on weave characteristics; a UPF of x would mean that only 1/x 
of the solar UV-A and UV-B radiation would be transmitted through the fabric.

5.1 UV-protection fabrics based on nano-oxides in textile fibres
UV-absorbing oxide particles used either as a nanofiller or surface application to decorate the fibres can decrease the UV transmittance 
of fabrics incorporating them [193-196], as shown in Fig. 6. Their use is an effective and practical strategy in UV-protective fabrics. As the 
UV-shielding capacity of the oxide particles is determined by their specific surface area, using nanoscale particles obtains very effective 
UV-protection at low loadings. In general, it is the TiO2 [197-200] and ZnO [201-203] that are mostly used as nanoparticles applied 
to increase the UV protective properties of fabrics and fibres, although MgO [201] and Ag nanoparticles [204] are also used for UV 
blocking. Exceptional UV blocking film is achieved by using TiO2 nanoparticles [198]. Table 1 summarises the use of oxide nanoparticles 
in textile fibres/fabrics and their UV-shielding effectiveness. The high UPF values of the fabric at low nanoparticle loadings (Table 1) 
illustrates the efficacy of this approach.

Fig. 6 (a) Illustrated ultraviolet 
(UV) shielding mechanism of the 
textile fabric treated with oxide 
nanoparticles (right) by scattering, 
absorbing, or reflecting the UV 
radiation when compared to 
the untreated fabric (left). (b) UV 
transmittance spectrum of cotton 
fabric treated with 2 % ZnO NPs, 
with a crystallite size of 20 nm 
and an aggregated particle size of 
80-85 nm; or 2 % MgO NPs with 
a crystallite size of 9 nm and an 
aggregated particle size of 30-40 
nm. Adapted from [201]. (c) and 
(d) SEM images of cotton fabric 
without (c) and with (d) decorated 
ZnO nanoparticles. The precursor 
solution (0.1 M zinc salt) was 
sonicated with fibres for 1.5 h to 
obtain the particle density shown 
in (d). Scale bar is 20 µm. Adapted 
from [202].
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Personal thermal-management textiles are considered as next-generation textiles [205,206] and usually consist of multi-layered fabric 
constructs [207] that can block UV radiation while transmitting visible and reflecting near-infrared light [208]. One design approach 
is to incorporate nanofillers in some of the layers. For example, strong UV reflection was provided when TiO2 NPs were used to form a 
composite woven textile based on poly(lactic acid) fibres in a multilayer metafabric consisting of two layers [209]. A hybrid film made 
with cellulose nanofibre (CNF)/antimony tin oxide (ATO) also blocks    91.07 % UV radiation, reflecting 95.19 % near-infrared (NIR), and 
transmitting 44.89 % visible (VIS) light [208]. Such films or fabrics not only can be used in textiles but also can be applied as window 
thermal barrier films [208].

Table 1 Nanoparticles used as surface treatment on textile fibres to increase their UV-shielding.

Materials Particles UPF (max) Comments Reference

Type Size Amount

Cotton fabric TiO2 17.9 nm

(crystallite)

2.61 % Atomic Ti 220 Maintained  
appreciable UPF after 
15–20 washing cycles

[199]

Cotton fabric TiO2 90–150 nm Treated with 1 % 
wt./v TiO2 NPs 
sol.

277 UPF reduced by 

64.9 % after 15 wash 
cycles

[197]

PVDF film TiO2 TiO2 pigment 10.55 % Atomic 
Ti

Only 0.01% UV 
transmittance 
in the entire 
spectrum

Less strength loss after 
natural weathering for 
30 days

[198]

Poly(ethylene 
oxide) (PEO)
nanofibre

TiO2 100 nm 3.81% Atomic Ti 2751.65 Transmittance values of 
UV-A & UV-B reduced 
to 0.0525 % and 
0.0207 %

[200]

Cotton fabric ZnO 20 nm 
(crystallite); 
80–85 nm 
(agglomerated)

Treated with 2 % 
ZnO NPs sol.

58 Significantly enhanced 
self-cleaning/stain 
removal properties

[201]

Cotton fabric ZnO 38 nm 22.8 % Atomic 
Zn

102.88 Little decrease in UPF 
after 20 washing cycles

[202]

Cotton fabric ZnO 35–42 nm 
(crystallite), 
2405 nm 
(aggregate)

Treated with 
20 mM Zn2+ 
precursor sol.

>96 % blocking 
in UV-A and UV-B  
wavebands

Good efficiency in 
methylene blue (MB) 
degradation, self-
cleaning properties

[203]

Cotton fabric Ag 35–80 nm Treated with 
4 wt.% silver 
carbamate sol.

2396 Improved 
photochemical 
degradation of MB 
under UV radiation

[204]

Cotton fabric MgO 9 nm 
(crystallite); 
3040 nm

Treated with 2 % 
MgO NPs sol.

71 Significantly enhanced 
self-cleaning/stain 
removal properties

[201]

5.2  Solar UV radiation generates micro- and nanofibres and particles
Textile fibres in fabric exposed to solar UV radiation for extended periods of time can fragment and, because of the uniaxial orientation 
of polymer molecules, yield microfibres (MF) or nanofibres (NF) as reported for wool and synthetic fibres [210,211]. The ecotoxicological 
effects of MFs are still largely unproven [212-214]. However, there is some concern for ecological effects given that microplastics by 
weight were estimated to exceed that of zooplankton in surface waters of the North Pacific sub-tropical circulating ocean current [215].

However, not all types of plastics readily photo-fragment into MFs or NFs. For instance, a laboratory exposure of different types of 
plastic pellets for a duration equivalent to 44 days of natural weathering in simulated seawater showed that the pellets of HDPE and 
nylon 6 degraded into MFs, but high impact PS and PP pellets under the same conditions did not generate MFs [216]. However, the 
study employed a photoreactor with UV-C radiation not found in solar radiation, and whether MFs will be derived from virgin pellets 
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undergoing photodegradation in nature is unclear. Macrofibre-yielding MFs under mechanical stress or photodegradation is to be 
expected. Wool and synthetic textile fibres (~2 mm long) exposed to simulated solar (Xenon source) radiation in natural seawater 
(for a duration equivalent to 1.5 years of natural exposure) showed such fragmentation [211]. Scanning electron micrographs showed 
evidence of fragmentation into microfibres of short fibres of PET and those of wool in less than two months of exposure to the simulated 
solar radiation. The exposure to the simulated solar radiation also resulted in the release of additive chemicals such as stabilisers and 
degradation products of PET, including glycol and terephthalic acid [211]. Generally, leached additives from plastics will also be prone 
to UV degradation, but the rates of their photoreaction and toxicity of any intermediates are unknown. While the UV wavelengths 
primarily responsible for this fragmentation are unknown, UV-B radiation is a good candidate, since it promotes oxidation of plastics. 
MFs can also be generated without the involvement of UV radiation, due to mechanical stress, for instance during laundering [217-220]. 
It is worth noting that the widespread use of face masks and personal protective equipment during the spread of COVID-19 aggravated 
the plastic fibre pollution and biomedical waste worldwide [221-224]. 

A similar environmental issue is posed by nanocomposite materials including composite fibres, where the release of nanoscale particles 
can occur during use (especially working) and with weathering [225]. For example, PP-CNT nanocomposites loaded with MWCNTs 
released both carbon nanofiller, plastic fragments, and metal (used as a catalyst in nanotube manufacture) when exposed to simulated 
solar radiation and subjected to mechanical stress [226].

5.3  Role of UV radiation in the fate of micro- and nanoplastics in the environment
It is well established that solar UV radiation facilitates the fragmentation of plastic litter in land and aquatic environments. With micro- 
and nanoscale plastics reported in food, water, human blood, and placenta in recent studies, this effect of UV radiation is receiving 
close attention. Photodegradative chemical changes on the surface of plastics also influence the diversity and rate of foulant species 
settling on them in aquatic environments. The composition of the foulant layer determines the rates of biodegradation and especially 
biomineralisation, and these processes are modified by UV radiation. The sorption of environmental pollutant species including 
antibiotics, endocrine disruptor chemicals, and metals by plastic debris may also be modified by UV radiation. 

6 Knowledge gaps

Even though the degradation of plastics on exposure to solar UV radiation has been widely studied, some fundamental questions 
remain unanswered. Data on how the common additives used in plastic compounds affect the action spectra of deterioration of key 
properties of materials and how they change the dose-response of those properties are not available. Another knowledge gap is the 
synergistic effect of UV radiation and other weathering agents (e.g., moisture, heat, and air pollutants). Furthermore, reciprocity data 
that would help better relate the results of accelerated weathering to weathering in outdoor service environments are scarce. In wood 
materials, the chemistry of UV-induced degradation is relatively better understood but the variability between the diverse commercial 
wood species has not been adequately explored. An especially promising area of investigation might be the wood-derived antioxidant 
and UV-stabiliser compounds that can serve as sustainable replacements for the current conventional, often toxic additives. 

Use of nanoscale pigments in plastics, textiles, and coatings have been increasingly advocated to protect these materials from UV 
radiation and to improve other properties. However, disposal and release of nanomaterial during use and at the end of service life 
remains a concern. The environmental effects of these nano materials are still not clear. 
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7 Conclusions

The service lives of materials routinely used outdoors are limited by the rate of their solar UV radiation-induced degradation as well as 
by ambient temperatures and are therefore closely linked to the amounts of exposure to UV radiation and climate change. Long service 
lifetimes of outdoor materials are critical in photovoltaic energy technologies and in building construction. While efficient UV-stabiliser 
technologies are available to address weathering degradation of materials such as wood and plastics, they invariably add to the lifetime 
costs of the relevant products. The role played by the Montreal Protocol as well as any measures on climate change mitigation are 
therefore directly pertinent to economic use of materials. Emerging UV-screening technologies for use in plastics and in wood coatings 
assessed in this assessment offer promise, but often require further techno-economic validation before commercialisation.

Development of high-efficiency UV-protective fibres is also an important aspect of the effect of solar UV radiation on the use of materials. 
There has been considerable progress on developing fibres with high-UPF values for textiles since our last Quadrennial Assessment 
([227]). Again, their commercialisation requires information on launderability, retention of UPF, and potential release of nanoparticle 
additives into the environment. With the use of nanocomposites and coatings that incorporate nanoscale pigments, release of 
nanoscale particles during use or disposal of the products is an emerging concern. When plastics undergo UV-facilitated weathering 
they undergo fragmentation releasing microplastics and nanoplastics into the environment. 

8 Montreal Protocol and the Sustainable Development Goals

Several of the United Nations Sustainable Development Goals (SDGs, adopted as part of the 2030 Agenda, [228]) are aligned with the 
Montreal Protocol and its Amendments aiming at protection of the stratospheric ozone layer and mitigation of climate change through 
phase-out of ozone-depleting substances and their replacements, many of which have large global warming potential. Issues addressed 
in this assessment are connected to sustainability of energy production (SDG 7: Affordable and clean energy / Goal 7a) and safety of 
the built environment (SDG 9: Industry, innovation, and infrastructure / Goals 9.1 and 9.4). In addition, they contribute to evidence-
informed policies to be followed when formulating sustainable strategies for production of materials that are needed for our everyday 
commodities and the infrastructure around us (SDG 17: Partnership for the goals / Goal 17.14).
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Summary

Microplastics (MPs) are an emerging class of pollutants in air, soil and especially in all aquatic environments. Secondary MPs are 
generated in the environment during fragmentation of photo-oxidised plastic litter. Photo-oxidation is mediated primarily by solar UV 
radiation.  The implementation of the Montreal Protocol and its Amendments, which have resulted in controlling the tropospheric 
UV-B (280-315 nm) radiation load, is therefore pertinent to the fate of environmental plastic debris. Due to the Montreal Protocol high 
amounts of solar UV-B radiation at the Earth’s surface have been avoided, retarding the oxidative fragmentation of plastic debris, leading 
to a slower generation and accumulation of MPs in the environment. Quantifying the impact of the Montreal Protocol in reducing the 
abundance of MPs in the environment, however, is complicated as the role of potential mechanical fragmentation of plastics under 
environmental mechanical stress fields is poorly understood.

1 Introduction

Plastic debris in the environment is an increasing pollution problem, and a multitude of studies has convincingly demonstrated the 
ubiquity of plastic debris, including microplastic (MP) particles, across planet Earth. An estimated 8300 million metric tons of plastics 
have been produced since the 1950s, of which ca 80% has ended in landfills and the natural environment [1]. As of 2016, ca. 19-23 
million metric tons per year, or 11% of all plastic waste generated, was estimated to have entered aquatic ecosystems [2]. Polyethylene 
(PE), polypropylene (PP), polystyrene (PS), and poly(ethylene terephthalate) (PET) account for ca. 70% of all MPs in freshwater 
ecosystems [3]. An estimated 11.6-21.1 million tons of MPs made of PE, PP and PS occur in the top 200 m of the Atlantic Ocean [4]. 
Concerns about potential risks posed by MPs to the environment and human health have prompted much research. There are also calls 
for a global treaty on plastics towards a more sustainable future [5]. 

Breakdown of plastics occurs due to abiotic and biotic factors [6]. Micro- and nanoplastics (typically defined as plastic particles < 5 
mm, and < 0.1 µm in size, respectively (but see [7]) are generated in the natural environment as a result of solar ultraviolet (UV)-driven 
weathering of plastic debris in combination with fragmentation due to exposure to mechanical forces [6]. These micro- and nanoplastics 
are widely distributed in aquatic and terrestrial ecosystems and also pose a potential risk to humans through inhalation [8], ingestion 
[9] and dermal contact [10]. MPs have been found, for example, in bottled drinking water [11], table salt [12], and seafood [13]. A recent 
estimate [9] places the annual human intake of MPs from all sources to be 105 particles. Small MPs (1-5µm) may enter systemic circulation 
and translocate into cellular compartments [14, 15].  

Recently, MPs in human placenta have been detected in studies carried out in clinical settings. In one of these, PP particles, 5-10 µm 
in size, were found in placenta samples from vaginal deliveries [16]. A second study detected even larger MPs > 50 µm of PE, PS, and 
PP in human placenta and meconium from caesarean delivery [17], where the chance of contamination via the birth canal is excluded. 
Although some of the MPs crossed the placental barrier into the foetal side, no foetal translocation was noted, unlike in studies on 
inhaled MPs in rats where foetal translocation was observed [18]. Despite these concerning findings, negative human physiological 
impacts of micro- and nanoplastics have not been conclusively established [19].  

Assuming current trends in global production of plastics, and no improvements in waste management infrastructure worldwide, 
releases into the environment may grow to 90 million metric tons per year by 2030 [2]. Given the recalcitrance of plastics to 
environmental degradation as well as potential negative biological and health impacts [20], there is particular concern about the risks 
posed by micro- and nanoplastic particles and similarly sized plastic fibres in terrestrial and aquatic ecosystems globally. 

This current assessment focuses on the interactive effects of solar radiation, its UV component, and climate change on the fate of 
environmental plastic debris, with regard to degradation and fragmentation and their potential consequences. 
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2 Photo-oxidation and plastic persistence

A major barrier towards a realistic assessment of the global impacts of plastics is the incomplete knowledge of the fate, and particularly 
the degradation and fragmentation of plastics in the environment [21]. Exposure to solar UV radiation is the primary weathering 
mechanism of plastics debris (Fig. 1), making plastics prone to subsequent fragmentation into smaller particles [20, 22 – 26]. Photo-
oxidation of plastic debris under extended outdoor exposure makes the material weak, brittle and prone to subsequent fragmentation 
[26, 27]. Fragmentation occurs when plastics are subjected to, for example, wave action or encounters with animals, resulting in the 
generation of secondary micro- or nano-particles129 (Fig. 1).

129 Microplastics is a misnomer as it is generally taken to mean all plastic fragments < 5 mm in dimension.  Nanoplastics has been used, depending on the publication, to mean 
fragments that are < 1000 nm or 100 nm. 

Fig. 1 Solar UV radiation can drive the photo-oxidation of plastics, making plastics prone to fragmentation, a process that may 
result in the formation of microplastic particles. Plastic mineralisation has been reported, but the relevance of this process in the 
natural environment remains to be established. The climate impacts on photo-oxidation through a variety of different routes, 
including (1) direct effects on solar UV radiation; (2) plastic dispersal; (3) altered penetration of UV radiation through the water 
column; and (4) increased local temperatures. Climate may also impact the fragmentation of weathered plastics by (5) affecting 
mechanical stress fields.

 
MPs sampled from beach and surface water environments show spectroscopic signatures of photo-oxidation, primarily the presence 
of surface carbonyl groups [28, 29], as well as increased fractional crystallinity [30]. While UV irradiation drives photooxidation, and 
therefore contributes to the fragmentation of plastic debris into progressively smaller sizes, it may also help remove plastic particles 
from the environment through photo-mineralisation [21, 27, 31]. There is evidence from laboratory-accelerated approaches that MPs 
can undergo UV-induced mineralisation into carbon dioxide (CO2) and water [21, 31] (Fig. 1). However, the phenomenon has not been 
conclusively shown to occur in natural environments, and if it does occur in nature, only a small fraction of the already highly-fragmented 
plastics with a large specific surface area, is likely to be involved.
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3 Different plastics and photo-oxidation

In addition to base polymers, plastics generally contain catalyst residues and unreacted monomers, as well as intentionally added 
chemicals including plasticisers, dyes, antioxidants, flame retardants and/or UV stabilisers [32, 33]. Said mixture has a considerable 
impact on the rate of photo-oxidation and subsequent fragmentation of plastics. For example, high-density PE and nylon-6 plastics 
generate MPs when exposed to the equivalent of 44 days of solar irradiation, whereas high-impact PS and PP did not [34]. It 
remains to be determined whether differences in photo-oxidation relate to the base polymer, or rather specific additives. There is a 
substantial knowledge gap concerning action spectra of photo-oxidation, and dose-response curves, in the context of the composite 
characteristics of commercial plastics. Further, laboratory studies have shown that UV-associated degradation rates in simulated aquatic 
conditions are also mediated by other environmental factors, including temperature, oxygen availability and salinity [35].

4 The Montreal Protocol and photo-oxidation

The anticipated significant increase (“the World avoided”) in terrestrial solar UV radiation, avoided by the implementation of the 
Montreal Protocol and its Amendments, would have increased the rates of photodegradation, and consequently fragmentation 
of plastic debris. It is currently not known whether a critical threshold of photo-oxidation for a given plastic is required to facilitate 
fragmentation. This presents a significant gap in knowledge. Also, little is known about the quantitative mechanical forces required 
to cause fragmentation, and how this force requirement is affected by the photo-oxidation state. Even non-oxidised plastics can be 
fragmented if mechanical forces are large enough [36]. However, how these forces compare with naturally-occurring stress-fields has 
not been well studied. There is evidence that virgin plastics can be fragmented in the gut of ingesting crustaceans [37, 38]; similarly, 
MPs can be generated as a consequence of the mechanical forces imposed on objects as diverse as car tyres [39] or artificial sports turf 
[40]. Thus, at this stage the relative importance of solar radiation, and weathering of plastics in facilitating fragmentation is not clear.

5 Plastic degradation and UV radiation in a changing climate

Both stratospheric ozone depletion and climate change can alter the irradiance of solar UV radiation reaching the Earth’s surface [41], 
thus affecting photo-oxidation of plastics. Locally, strong increases in temperature under future climate scenarios may further accelerate 
the rate of photo-oxidation leading to fragmentation (Fig. 1). At present, there are very significant gaps in knowledge pertaining to the 
impact of global changes on plastic persistence. Increased temperature consequent to climate change is not the only factor that may 
affect the rate of plastic degradation. For example, increased stress-fields in aquatic environments cause fragmentation, changes in 
relative humidity alter photodegradation rates, sedimentation rates affect biodegradation, and increased rainfall patterns that control 
runoff have an effect on plastic dispersal, vertical mixing and transparency of aquatic ecosystems [42] (Chapter 5, Fig. 1). Conversely, 
plastics also affect climate change by being a significant sink of global carbon [43]. Other, more subtle impacts of MPs will affect carbon 
storage. For example, ingestion of MPs by a zooplankton species, Salpa fusiformis (also known as the common salp), increases the 
buoyancy of faecal pellets thereby decreasing downward transport and burial of marine carbon in a process called the “biological 
pump” [44]. Projected future increases in marine MP concentrations may thus reduce carbon sinking rates in the oceans, and therefore 
alter ocean carbon cycling [44]. Thus, there is a myriad of poorly detailed interactions between UV radiation, global change and 
plastics, affecting, amongst others, the fate of plastics in the natural environment.
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6 Exposure of environmental plastic debris to UV radiation

In order to quantify the environmental rate of UV-driven photodegradation, it is necessary to evaluate the dispersal and distribution, i.e. 
exposure to UV radiation, of plastic debris [31, 45]. Especially significant from a UV-exposure perspective are air-borne, floating and 
beach debris. Airborne particles are dominated by fibres, including microplastic fibres [46]. Smaller plastic particles, including abrasive 
tyre wear130 [47], may remain airborne for weeks [48, 49], and this is associated with strong UV irradiance. In the terrestrial environment 
there has been a rapid growth in the use of plastics in agricultural systems, for example, the use of plastic mulch to reduce weed growth 
and maintain optimal soil moisture and temperature. Such applications are associated with exposure to UV radiation, and fragments 
may enter the atmosphere and reach remote ecosystems [47, 50]. Conversely, other uses of plastics such as soil improvement using 
polyurethane foam [22] will not typically result in exposure to UV radiation of the plastics. 

In the aquatic environment, exposure to UV radiation depends strongly on buoyancy, although advective water flow and turbulence 
results in sedimentation of larger numbers of MPs than would be expected from gravitational sedimentation alone in both the freshwater 
[51] and marine environments [52]. In the oceans, the global mass of floating plastic debris represents only a small percentage of the 
estimated annual influx of plastics into the aquatic environment, based on production volumes [43, 45, 53, 54], and only these floating 
plastics will experience UV irradiation. In contrast, sedimentation of plastics will minimise exposure to UV radiation. Sedimentation 
is linked to geometric and other physical properties of marine MPs, as well as biofouling [55], i.e. the development of a surface 
layer of microorganisms, algae, and small shelled species on the plastics. This increases the density of plastic debris [4, 56] driving 
sedimentation. Nevertheless, sedimentation is far from a one-way process. In a well-mixed ocean, biofouled MPs can oscillate vertically 
in the water column, with the depth of the oscillation depending on, for example, algal growth and light penetration [57]. Still, the nett, 
long-term sedimentation removes plastics from the photic zone, thus slowing down photo-oxidation. 

130 A wide range of micro-sized particles in the environment are either non-plastic, or part-plastic anthropogenic particles, including tyre wear, paint particles and fibres. 
For example, tyres are made of elastomeric polymers (or rubber) and are not thermoplastic but thermosets. However, they have been generally included in the category 
‘microplastics’ along with other thermosets such as polyurethane foam and epoxy.

7 Biological consequences of photo-oxidation and fragmentation

UV radiation-driven photo-oxidation of plastic debris, and subsequent fragmentation following exposure to mechanical forces, will 
alter the size distribution of plastics in the natural environment. However, the quantification of the UV-mediated changes in this plastic 
size distribution is lacking. In fact, a major deficiency in the study of the biological impacts of all plastics in the environment is the lack of 
reliable, quantitative knowledge of environmentally relevant concentrations of micro- and nanoplastics in different environments. This, 
in turn, relates to a lack of adequate, and standardised, monitoring technology, particularly in complex matrices such as, for example, 
soil [58]. Concentrations of larger MPs are best known. For example, Sembiring et al. [59] estimated MP (>125 µm) concentrations in 
an Indonesian river and the downstream seawater to be 0.06 and 3000 particles/m3, respectively. The average MP concentration in 
river sediment was 16.7 particles/100 g and in marine sediment 3.3 particles/100 g. However, such numbers may vary considerably 
depending on the sampling and monitoring approach, as well as the actual location [60].

At present there is a lack of quantitative information on the presence of nano- and smaller microplastics in diverse environments. Given 
that it has been speculated that nano- and smaller microplastics will have a greater impact on organisms than larger plastics as a result of 
their transport properties, bioavailability, relative surface area and scope for additive leaching, ingestion and/or uptake in cells [61], this 
does hamper the assessments of risks associated with plastic pollution. 

Both hazards and risks associated with MPs have been analysed and reported, although at present much uncertainty remains 
concerning biological impacts under realistic environmental concentrations of plastics. Large research gaps exist in the quantitative 
analysis of the relationship between various exposure routes of MPs, and the actual measured MP or NP toxicity [60]. For example, as 
the distribution of MPs in the environment is heterogeneous, different organisms will be exposed to different plastics. For example, 
PE and PP will (initially) float, while plastics such as poly(vinyl chloride) (PVC) sink more readily and as a consequence, organisms with 
different feeding habits will be differently exposed. Publication bias is also of some concern, with results showing a lack of biological 
impacts less likely to be published [62]. Nevertheless, and despite above mentioned reservations, research shows that plastics can 
potentially exert significant negative impacts on selected species of a very broad range of marine, freshwater and terrestrial species 
[63]. However, other studies fail to observe significant negative impact [62, 64]. This apparent lack of consistency across large numbers 
of studies suggests that experimental conditions, including MP concentration, size, shape and composition as well as the chosen test 
organism all play a role in the different outcomes of toxicity [64]. 
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Historically, toxicological studies have predominantly focused on marine taxa with relatively small sized organisms [3], with less data on 
the impacts of MPs on large animals, at high trophic levels or terrestrial biota [10]. Effects of MPs on plants and ecosystem productivity 
remain uncertain [20, 65 - 67]. Marine studies have indicated that zooplankton are more affected by plastics than many other taxa, with 
obvious consequences for the entire food web. The transfer of plastics up the food chain from primary producers to consumers is also of 
some concern [68, 69], although evidence of accumulation at higher trophic levels remains limited at present. Finally, understanding of 
the exposure to and uptake and effects of various types (synthetic, semi-synthetic or natural) of anthropogenic fibres is still in its infancy, 
notwithstanding the ubiquitous presence of these fibres in the natural environment [70]. 

A particular difficulty in exposure studies is the fact that plastics are a complex material comprised of different polymers, stabilisers, 
dyes and other additives. Many of these additives can leach out and exert toxic effects in their own right [32]. Thus, the same plastic 
base material may exert different toxic effects depending on the additives used in them. UV radiation may drive photo-oxidation, and 
ultimately photofragmentation, leading to increasing numbers of MPs with increased fragment surface area. This, in turn, can stimulate 
the leaching of plastic additives, such as endocrine disrupting chemicals that adversely affect organisms [71]. Plastic leachates activate 
oxidative stress responses in cell-based bioassays [72]. However, low environmental concentrations of leached chemicals indicate 
that effects in the natural environment may be limited [3]. UV radiation-driven photo-oxidation of plastic surface area can also decrease 
binding capacity for some organic substances [73], although increased absorptive capacity of plastics towards substances such as the 
antibiotic ciprofloxacin and the endocrine disruptor bisphenol-A has been reported [74]. Similarly, prior exposure to UV radiation can 
increase the binding capacity of plastics for heavy metals [75, 76]. 

Overall, a substantial knowledge gap remains concerning the effects of UV-mediated photo-oxidation and fragmentation, with 
expected impacts on size distribution of environmental plastics, as well as additive leaching and contaminant binding, all of which are 
likely to depend on plastic type, duration of exposure, and contaminant chemistry [25, 26, 77]. 

8 Knowledge gaps

The links between UV irradiation, the stratospheric ozone layer, and MP pollution, although highly relevant, are still poorly understood 
and scarcely addressed by the scientific community working on MPs. Major knowledge gaps relate to environmental distribution 
of plastics, and consequent exposure to UV radiation. While it is recognised that some plastics will be buried in sediments where 
penetration of UV radiation will be virtually nil, others will be airborne and potentially exposed to considerable amounts of UV radiation. 
Furthermore, where plastics are exposed to UV radiation, uncertainties about the UV dose-response of photo-oxidative reactions 
impede assessments of weathering and subsequent fragmentation. Thus, while UV-driven photo-oxidation of plastics, and subsequent 
fragmentation are well known, the quantitative impact of these processes on plastic longevity and MP generation remains unknown.

9 Conclusions

UV-driven weathering, followed by subsequent fragmentation can lead to a decrease in plastic macro-debris in the environment, yet 
increase the concentration of MPs. By integrating existing surface UV irradiation data with better knowledge of the distribution of 
plastics across various environmental niches, there is an opportunity to generate quantitative predictions of plastic persistence at a 
global scale. In turn, such insights can inform the design of more environmentally friendly plastics. However, this approach will require 
better knowledge of action spectra and dose-response relationships of UV driven oxidation of common compounded plastics, which 
include intentionally added chemicals such as plasticisers, dyes, antioxidants, flame retardants and/or UV stabilisers [32, 33]. It is also 
recognised that quantitative predictions of plastic persistence will be subject to effects of climate change, which may affect processes 
as diverse as the penetration of UV radiation into the water column, sedimentation rates and/or air movements. Furthermore, UV 
irradiation can also affect the chemical or toxicological properties of MPs and may play a key role in determining hazards and risks 
associated with MPs. Therefore, there is an urgent need to better understand the interactions between plastics in the environment, 
climate change, and UV radiation.
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10 Relevance to the Sustainable Development Goals

The Montreal Protocol and its Amendments contribute to several of the United Nations Sustainable Development Goals (SDG) through 
protection of the stratospheric ozone layer and the mitigation of climate change. SDG targets addressed in this section are detailed 
below.

SDG 6: Clear Water and Sanitation

There is ample evidence that MPs are ubiquitous in freshwater and marine environments. Consequently, essential products such as 
drinking water can be contaminated by MPs. The implementation of the Montreal Protocol has resulted in the avoidance of high UV 
irradiation, which is a key driver of plastic weathering, and ultimately, generation of MPs. 

SDG 14: Life below water

Macro-, micro,- and nanoplastic pollutants are ubiquitous in freshwater and marine environments. Consequently, aquatic organisms and 
ecosystems are exposed to these man-made pollutants. The hazardous character of MPs to aquatic organisms has been shown in some 
studies, although ecological risks remain to be established. The implementation of the Montreal Protocol has resulted in the avoidance 
of high UV irradiation, and this is likely to have resulted in decreased weathering, and ultimately, decreased generation of MPs. 
Conversely, implementation of the Montreal Protocol is likely to have resulted in increased persistence of macroplastic debris, which has 
been widely shown to have negative impacts on animals due to entanglement or accumulation in, for example, the stomach. 

SDG 15: Life on Land

Climate change is impacting agricultural practices and has, amongst others, been associated with the increased use of plastics in 
farming. In turn, this may result in the accumulation of an appreciable plastic burden in agricultural soils with consequences for soil 
biochemistry, including soil microbiology and nitrogen cycling. The implementation of the Montreal Protocol has led to the avoidance 
of high UV irradiation but this, in turn, can extend plastic longevity and lead to land degradation and soil biodiversity loss.
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